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Executive summary

The 3™ NFV Plugtestsvas organised bihe ETSI Centre for Testimand Interoperability, and hosted by ETSI in
Sophia Antipolis, Francom 29" May to 8" June2018, in colocation with the OPNFV Fraser Plugfest frothté g"
June.

The main goal of th&lFV Plugtests iso run multivendor interoperability test sésss among different Functions
Under Test (FUTsprovided by different participant©ver 45 organisations and 200 engineers were involved in the
preparation of this twaveek evenforming an engaged and diverse community of NFV implemepgat&ipating

with:

1 19 Virtual Network Functions (VNF)some of thenprovidingalsoElement Manager (EM) and specific VNF
Manager (VNFM) functionalitiesThese VNFs were combined in 27 different muéhdor Network Services
(NS)

1 10Management and Orchestration (MANSDIutions, providing NFV Orchestrator (NFVO) and VNFM
functionalities

1  9NFV Platforms, including hardware, providing NFV infrastructure (NFVI) and Virtual Infrastructure
Manager (VIM) functionalities

Different participating implementations are able toriate remotely since the moment they join the Plugtests
Programme through the NFV HIVE (Hub for Interoperability and Validation at ETSI) which provides a secure
framework to interconnect participantsé | abs and i mple

This 39 NFV Plugtests offered participants not only interoperability test sessions, but also NFMliéRtion
activities and the opportunity to prepare and showrealeuse casdemonstrations o mbi ni ng di ffer ent
implementations.

Duringthe interop test sessions, tR8Tsdescribed aboverere combined in different configuratioasolving from
simple singlesite NS deployments to complex Mu8ite deployments of mutitendor Network Services featuring
EPA or Service Function Chaining.

The interoperability results for multiendor network servicesst sessionaere slightly higher thathe ones reported

in 2"9NFV Plugtestgheldonly a few months befori@ January 208). While thenumber otthis type of tessessions

was lowertheoverdl number of test cases rgaw an increasef 11%, quitepossibly due to the fact that the number of
test casefor these sessions was higher, and therefore, the sessions Tdmyemall decrease in the number of this type
of sessions was highly compeitedfor by the significant increase of sessions and results reported for parallel activities
such asautomated testing and API Validatisassions, as we see in the figures below.

Multi-Vendor NS IOP Automated IOP Testing

80 1200 25 300

70 p -
1000 20 250

0 800 200

30 10 rd

400 e 100
20 g
10 < - 50

PLU1 PLU 2 PLU3 PLU 1 PLU2 PLU3

OK  mmmmm NO NA Test Sessions OK  mmmmm NO NA = Test Sessions

Figure 1la. NFV Plugtests oveview: Multi -vendor NSand Automated Interop Testing

The figures show a significant increase in the number of automated test sessions (+175%) and the overall number of
individual test cases that could be run automatically by a test system (+425%). This was due both to thénitlicecas
number of test cases that were automated and by a growing interest in automation among Plugtests participants.

TheNFV API validationtrackrun by ETSIin parallel with the interoperability test sessialiswedparticipants to
evaluatehealignment of theirimplementationsvith NFV SOL OpenAPIs. The scope of this API track, which was
launched as experimentdiring the 2¢ NFV Plugtests with a subset of NFSOL002 and NFVSOL003 APIs, was
extended toancludeNFV-SOL0O05, the Northbound InterfacédFV MANO.

ETSI Plugtests
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The API track saw also a growing interest among participants, with a significant increase in the nutedtsess$ions
(+125%) and overall number of test cases run (+100%).

API Testing

10 120
9
s 100
7 80
6
5 60
a
2 20
1
0 0

PLU1 PLU 2 PLU3
OK e NO NA Test Sessions

Figure 1.b. NFV Plugtests overview (API Testing)

Thesynergy with ad acros®pensourcecommunitiednvolved in the NFV Plugtesexperienced alsavisible growth
with thearrival of SonataNFV and Open Air Interface, who joirtetiSI OSM, (pen BatonOpen Stack an@PNFV as
supporting open source communitié$so, the o-locationof the Plugtests with th©PNFV Fraser Plugfesturing the
second weeprovidedadditionalopportunitiesf crosscommunityinteractionshowcaseih some of the demos and
cross project integration initiaes that were kicked off during the ev¥en

The following clausedescribe in detail the preparation of théNSFV Plugtests, the participating implementations, the
test plans and testing procedures, the overall resglisgell as the lessons learnt and the feedback collected during the
Plugtess on NFV Specifications and Open APIs.

The test plans and the present report are fed back to ETSI NFV Industry Specification Group.

ETSI Plugtests



8 ETSI Plugtests Report V1.0.0 (2018-08)

1 Introduction

This Plugtestsaimed at verifying interoperabilitgmongdifferentimplementations of the main componeotshe NFV
Architectural Framework, which included:

1  Virtual Network Functions (VNE)eventually providing additional Element ManaeM) and specific VNF
Manager(VNFM) functionalities

1  Management and Orchestratig(MANO) solutions, providingntegrated NV Orchestrator (NFVO) and
VNFM functionalities

1  NFV Platforms, including hardwarprovidingintegrated NFV infrastructure (NFVI) and Virtual
Infrastructure Manager (VIMjunctionalities

Test and support VNFs were used to build the reference Network SefMiSg required to validate the proper
behaviour of the Systems Under Test.

In order to enable remote integration andgsting among participants and allow them to get prepared for Plugtests, a
dedicated/PN basedetwork was built to interconnelttcal and remote implementations in a reliable and secure way
the NFV Plugtests HIVE: Hub for Interoperability and Validation at ETSI.

All of the patrticipating implementations, Functions Under Test or Test/support Functionsonaeetecind/or

accessible tlough the HIVE network: most of théFV platformsand MANO solutions runremotelyn par t i ci pan
labs, a subset of them were deployed locally at EWSFE and NS Packagesd imagesvere made available in a local
repositoryhosted aETSI anduploaded tdhe different NFV platforms during the ptesting phaseéSsome test and

suppat VNFs were deployed locally on local infrastructuré&@Sl, and also accessible through HIVE.

All the information required to organiseoordinateand manage th&“ NFV Plugests was compiled and shared with
participants in a dedicated private WIKMost ofthe information presented in this document has been extracted from
the NFV Plugtests wikihttps://wiki.plugtests.néNFV-PLUGTEST S(login required).
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2 References
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3 Abbreviations

For the purposes of the present document, the terms and definitions gigV/id03 and[TST002] apply

ETSI Plugtests
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4 Technical and Project Management

4.1 Scope

The main goal of th8rd NFV Plugests wago run multivendor interoperability test sessions allowing to validakS|
NFV endto-end capabilitiesuch asnanagement of descriptaaad software imagesfe cycle management of
network services, virtual network functioasd virtual resorces, ault andperformancenanagemengnhanced
platform awarenessand Multi-Site deployments.

During theinteroperability Test Sessiortbe Systems Under Test (SEjTwere made of different combinationstbé
following Functions Under Test (FUTS):

1  Oneor severaNFV Platforns, including hardware angroviding preintegratedvIM and NFVI functionality
1  OneMANO solution, providing préntegrated NFVQGand generic WFM functionality

1  One MultiVendor Network Service, composed ofNFs from different providerspossiblyincluding EM and
specific VNFM managemeffiinctionality.

Network Service EM MANO
VNF VNFM

NFV Platform }

MM

Figure 2a. IOP SystemUnder Test

In additionand separately frorthe interoperability test sessgra track on NFV APlvalidationwas run by ETSI
allowing participants teesttheir APl implementations against a subset of NFV SOL OpenAPIs.

ETSI Plugtests
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4.2 Timeline

The 3 NFV Plugtests preparatistartedsoon after closure of théNFV Plugtests andun through different phases
as described in the figure below.

3! 29 May — 8 June 2018
15 -19 January 2018 E:Dp)‘d 0 o
2 NFV Plugtests, ETSI 265 T W Ty e 1 1 3" NFV Plugtests, ETSI
Sophia Antipolis (FR) Sophia Antipolis (FR)
A A A

Demos
Update to
2 Plugtests ZERO TOUCH Update b 14 3" Plugtests
Report to & CARRIER to P|ugfest Report to
NFV#21 AUTOMATION NFV#22 NFVi#23

CONGRESS,
Madrid

On-site presence

(PLU2) On-site presence

Registration
R L'E%_l (PLU3)

NF PLU3 Event :

) Regular conf-calls
www.etsi.org/nfvplugtests3 Ind —

Figure 3. 3 NFV Plugtests timeline

Registration to Plugtests was open frivtarch tomid-April 2018 to any organisatiowilling to participate witha

Function Under Testr to support the testing number of observers (network operators, research, and academia) and
Open Sotce communities (ETSI OSM, Open Baton, Open Stack, ORISBeWataNFV and Open Air Interface

Software Alliancg participated to the test plan development and review. Overall 20@geople were involved in the
Plugtests either locally or remotely.

The following clauses describe the different phases of the Plugtests prepdtasiovorth noing the preparation
phasesweekly confcalls were run among organisers and participants to discuss and traektiteintegration
progress, anticipate and solvehnical issues, review the test plamd prepare for the face to face test sessions

4.2.1 Remote Integration
During the Remote Integration phatigg followingactivities wereunin parallel:

1) FUT Documentation

Participants documeatitheir FUTSs, by fillng inor updatinga form compiling the Interoperability Features Statement
(IFS) and TechnicaQuestions (TQEoncerningheirimplementationsThe final IFS emplates for each type of FUT
can be found in the annex of tB& NFV PlugtestsTest Plan [BIFVPLU-TP]

Participants providing VNFeomplemented their documentatiaith diagrams and resourcequirementsAs for the
previousNFV Plugtests, ame example VNFs and NSs were made available by the Plugtasti® facilitate the
documentation of participimg VNFs. These examples are documented inAhaexA of the F'NFV Plugtests Report
[INFVPLU-R].

Participants providing MANO solutiordeveloped and made availallescriptorsampledor the VNF and NS
examples andupportedhe VNF providers in the @ation of theiown VNF and NS [Bscriptors.

Participants providing NFV Platforntseatel and documentei@nansg/projectsand credentials for each paipating
MANO solution, and exposed anidcumentdthe North Bound Interfacg(NBI) of their VIM.

All the informationdescribed aboveras madewvailable h the Plugtests WIKI, so thatdbuld be easily maintained and
consumed by participants.

2) Test Plan [@velopment

ETSI Plugtests
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The Test Plan developments led by ETSI Centre for Testing and Interoperatiditpwing the methodologyand
guidelinesdefined by ETSI NFV TST WGn TST002and TST007, and building on the learnings and achievements of
previousNFV Plugtests

The Test Plan was developed and consolidatea iiterative way, taking into account input and feedbvackived
from different stakeholder€TSI NFV TST WG, supporting Open Sout€emmunitiesand Plugtests participanSee
details inClause 8

3) Connection to HIVE

The interconnection of different FUTs involved in the testing relies on HIVE: Hub faopeeability and Validation at
ETSI. NFV Plugtests Programme participants can keep and use their connection to HIVE between Plugtests events.
New participants that joined the programme after tH&EV Plugtests, were invited and helped totheir
implementationsavailable on HIVE.

At the end othis phase, upo 46 remotesites wereconnected to HIVE and each of them was allocated a dedicated
network. The interconnection of remote labs allowedunintegration and préesting tasks remotely among any
combiration of participating FUTs, and help&xlensure an efficient use of the face to face Plugtests time and
smoother run ofnteroperability Test Sessions.

A site-to-site connection to HIVE was mandatory for participants providing NFV Platforms @NVSolutions, and
highly recommended for pigcipants providing VNF and VIM softward@ he latest could also rely on clietiotsite
connection to HIVE, as long as they had no software (i.e. support function) running locally in their labs and only
requiredaccess to remote labs for trouble shooting and infrastructure access purposes

Additional details on the remote test infrastructareprovided in Clause 6.

4) Once the aboveteps wereompleted, FUTs could start creBEIT remote integration, see 7 drfdetails on the
procedures.

4.2.2 Pre-testing

Once remote inggrationwascompletedparticipants had the opportunity to run remotetesting among different
combinations of VNF, MANO and NFV Platforms.

The pretesting test plan was a subset of the testsduring the $ NFV Plugtests, in order to allow participants to
concentrate oadvancedeatures and configurations during thesite phase.

Additional details on theretestingplan andorocedures are provided @lause 7.

4.2.3 On-site

From29™ of May to 8" of June participants sent representative€®SI| to collaborativelyrun Interoperability Test
SessionsThe 2 ontsite Plugtestsveeks wereorganised as follows:

| 3rd NFV PLUGTESTS (29 May - 8 June 2018)
Time Monday 28 Tuesday 29 Wednesday 30 ‘ Thursday 31 ‘ Friday 1 Monday 4 Tuesday 5 Wednesday 6 | Thursday 7 Friday 8
08:309:30 REG & SETUP REG & SETUP
— TEST SESSIONS TEST SESSIONS / OPNFV Plugfest
09:30 10:30 WELCOME WELCOME
10:30 11:00 COFEE BREAK COFEE BREAK
11:00 13:00 TEST SESSIONS TEST SESSIONS / DEMOS / OPNFV Plugfest WRAP UP
13:00 14:00 LUNCH BREAK LUNCH BREAK
Week End
14:00 16:00 TEST SESSIONS TEST SESSIONS / OPNFV Plugfest TEAR DOWN
16:00 - 16:30 COFEE BREAK COFEE BREAK
16:30 17:30 WRAP UP
—_— TEST SESSIONS TEST SESSIONS / DEMOS / OPNFV Plugfest
17:30 18:30
18:30 19:00 WRAPUP | Networking WRAP UP Networking WRAP UP Networking
19:00-20:00 Cocktail (ETSI) Dinner Cocktail (ETSI)
20:00-22:00 (Monaco)

Figure 4. Plugtests onsite HL plan
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The first week (4 days) concentrated oteinperability test sessions, in whiphrticipating FUTsvereorganisedand
combinedin several parallel tracks, see detail€iause4.3.2 An additional track was dedicated to NFV API testing.

During the second week, interoperability and API testiagks were complemented with OPNFV Plugfest sessions and
multi-vendor demos.

4.3 Tools

4.3.1 Plugtests Wiki

TheNFV PlugtestdViki was the main entry point forlahe information concerning thsvent from logistics aspects to
testing procedures. Accessttis Wiki is restricted tacompanies participating to the NFV Plugtests Programme.

4.3.2 Test Session Scheduler

The Test Session Scheduler allowed the Plugtests organisers to podilgeschedule during the esite phase. This
tool hasthe followingobjectives:

1 maximise the number of test sessions

1 balance the amount of test sessions among participants

9 take into account supported features of the participating FUTs

1 minimise the number of participants not involved in a test session anytime.

The picture blow shows a partial view a daily schedulack yellow box corresponds to a specific Test Session
addressing Multi-Vendor Network Serviceonfigurationincluding2 or moreVNFs from different providersl
MANO solution and JIor moreVIM&NFVI. For each d these sessions a Test Session Reportre@sted(see next
clause)In addition to the prescheduled test sess®participants were invited t@questrun and report resulfsr
additional test sessiomargetingeitherpre-testingor advanced configrations addressing more complombinations
of FUTs andeatures.

on - 1120} TR ——
e
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Figure 5. Daily Schedule example
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4.3.3 Test Reporting Tool

The TestReportingTool guidesparticipants through the Test Plan during thetTessions, and allowlsem tocreate
Test Sasion Reports compiling detailed resultsdach test case in scopeallows repoling on pre-scheduled Test
Sessions, but also on Test Sessmmgganised on the fly among participantpteparecomplete ocomplement the
scheduledesting(freestylesessions)

Only the companies providing the FUaisd Test Functionsshenapplicable)or each specific Test Session have

access to the Test Session Rep@r&R)contents and specific results. All the companies providing the FUTs for a Test
Sessionj.e. VNF provide(s), MANO provider and NFV Platform provid@) arerequired to verify and approve the
reported resultat the end of the session

3016 =k Freestyle PreTesting RIFT.io - RIFT.ware Bo=5
VMware - VIO
Keynetic - FlowNAC

3017 = 2018-01-18 11:00 120 Test Track 9 Multi-VNE-EPA Whitestack - WhiteNFV =7

Wind River - Titanium Cloud R4
Keynetic - FlowNAC
Ixia - IxNetwork

3018 2018-01-18 11:00 120 Test Track 6b Multi-VNF RIFTio - RIFT.ware Bo=5
VMware - VIO
Keynetic - FlowNAC
Ixia - IxNetwork

3020 Freestyle Multi-VNF Whitestack - WhiteNFV =5

Red Hat - Lenovo - RHOSP
A10 Networks - vThunder
Spirent - TestCenter Virtual
3022 = 2018-01-18 11:00 120 Ad-hoc Testing Multi-VNEF-EPA Luxoft - SDL H =4
Wind River - Titanium Cloud R4
Fortinet - Fortios
Spirent - TestCenter Virtual
3023 < Freestyle Multi-Site Cisco - Tail f NFVO Ha=5
Wind River - Advantech - Titanium Edge
Wind River - Lenovo - Titanium Cloud R4
Empirix - EvA
Spirent - TestCenter Virtual
3024 = Freestyle PreTesting HP Enterprise - NFV Director Bo=5
Huawei - OPNFV
A10 Networks - vThunder
3025 = 2018-01-18 14:00 120 Test Track & Multi-VNF HP Enterprise - NFV Director B =45
Huawe: - OPNFV
Hillstone Networks - CloudEdge
Alpha Networks Inc. - VeNB

3026 = Freestyle PreTesting Whitestack - WhiteNFV Bo=5
Wind River - Titanium Cloud R4
Empirix - EvA

3027 = 2018-01-19 08:30 120 Test Track 9 Multi-VNF Whitestack - WhiteNFV B =45

Red Hat - Lenovo - RHOSP
Mobileum - vNTR

Figure 6. Test Reporting Tool(extract of the TSR list)
Another interesting feature of this tool is theldpito generate redime statistic§aggregated data) of the reported
results, per test case, test group, test session or overall results. These stats areimvadabhae forall participants

and organisers and allow tracking the progress of thiedesith different levels of granularity, which is extremely
useful to analyse the results.
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5 Participation

5.1

Functions Under Test

The tables below summarise tthiéferent Functions Under Test provided by the Plugteatticiparts, and the location
from where they werprovided / supported aonnectd b theHIVE network

5.1.1 VNFs
Organisation Solution |Team Location Short Description
Secure Application Delivery Services: ADC, CGN,
A10 Networks vThunder [USA/Germany Firewall
Master :
Anritsu Claw Romanya/Czech Virtual Probe for Customer Service Assurance
Republic
vProbe
Athonet VEPC Italy Virtual EPC
Citrix VPX + UK / India V|rtua_l ADC + Management, configuration,
MAS anaytics
EANTC NFV Test Germany Traffic generator
Function
Fortinet FortiGate |France FW, Security
Hillstone Networks CloudEdge [China/USA NGFW, Security
IT Aveiro Heimdall Portugal SFEMITM VNF to accelerate SSL/TLS proces
Web 9 (cloudbased)
Heimdall
. € _da SFEMITM VNF to accelerate SSL/TLS proces
IT Aveiro Hybrid Portugal -
(hybrid: part cloud, part edge)
Web
Italtel iRPS Italy Centralized Routing Engine
Keysight IxLoad USA/Romania Application traffic simulator
Keysight IxXNetwork |USA/Romania Traffic generator
Keysight BPS USA/Romania Application traffic simulator
Mobileum vNTR India Virtual NTR, Roaming
NG40 . . .
ng4T Germany Simulator, functional, capacity and load vTester
vTester
OpenAirinterface SA OAI-EPC |France EPC Network Functionality
Eurecom
Spirent CX?JZ?Che California, USA L4-7 Traffic generation and analysis
Spirent TgstCenter California, USA Traffic Generator, Traffic Analyzer, Capture,
Virtual Control Plane emulator

Table 1. VNFs Under Test

ETSI Plugtests
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5.1.2 NS

ETSI Plugtests Report

The VNFs under test were combined in mutkindor network services as follows:

NS Name

VNFs

NS1:A10 vThunder+FortiGate+STCv

vThunder (A10)
FortiGate (Fortinet)
TestCenter Virtual (Spirent)

vThunder (A10)

NS2:A10 vThunder+STCv TestCenter Virtual (Spirent)
) vThunder (A10)

NS3:A10 vThunder+ixLoad IxLoad (Keysight)

NS4:A10 vThunder+EANTC vThunder (A10)

TestVNF (EANTC)

NS5:ng4T+OAl

VEPC (OAl)
vTester (ng4T)

NS6:Athonet+IxLoad

VEPC (Athonet)
IxLoad (Keysight)

NS7: Italtel+Anritsu

iRPS (ltaltel)
MasterClaw (Anritsu)

NS8: IT Aveiro+FortiGate

Heimdall Web (IT Aveiro)
FortiGate (Fortinet)

NS9: Hillstone+Mobileum

CloudEdge (Hillstone)
VNTR (Mobileum)

NS10:Citrix+STCv

vPX (Citrix)
STCv (Spirent)

NS11:Athonet+ng4T

VEPC (Athonet)
vTester (ng4T)

NS12:Anritsu+ng4T

MasterClaw (Anritsu)
vTester (ng4T)

NS13:A10 vThunder+ng4T

vThunder (A10)
vTester (ng4T)

NS14: Athonet+STCv

VEPC (Athonet)
STCv (Spirent)

NS15: Citrix+EANTC

vPX (Citrix)
TestVNF (EANTC)

NS16: FortiGate+STCv

FortiGate (Fortinet)
STCv (Spirent)

NS17: FortiGate+Mobileum+STCv

Fortigate (Fortinet)
VNTR (Mobileum)
STCv (Spirent)

NS18: Italtel+IxLoad

iRPS (ltaltel)
IxLoad (Keysight)

NS19: Anritsu+Spirent

MasterClaw (Anritsu)
STCv (Spirent)

NS20: Anritsu+IxLoad

MasterClaw (Anritsu)
IxLoad (Keysight)

NS21: Mobileum+STCv

VNTR (Mobileum)
STCv (Spirent)

NS22: Mobileum+IxLoad

VNTR (Mobileum)
IxLoad (Keysight)

NS23: FortiGate+EANTC

Fortigate (Fortinet)

ETSI Plugtests
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TestVNF (EANTC)

CloudEdge (Hillstone)
IxLoad (Keysight)

iRPS (Italtel)
TestVNF (EANTC)

VNTR (Mobileum)
VEPC (OAl)
vTester (ng4T)

vThunder (A10)
STCv (Spirent)
nginx (SONATA)

NS24: Hillstone+IxLoad

NS25: Italte+EANTC

NS26: Mobileum+OAI+ng4T

NS27: vThunder+STCv+nginx

Table 2. NSs Under Test

5.1.3 MANOs
Organisations |Name Location Short Description
Altice Labs
Atos SONATA Spain/ Open Source SONATA NFVO + Generic VNFM
Demokritos Netherlands
iIMEC
Network Services
. Orchestrator (NSO) .
Cisco and Elastic Services USA NFVO + Generic VNFM
Controller (ESC)
EnterpriseWeb |EnterpriseWeb USA/Canada Microservice-based NFVO + Generic VNFM
Ericsson Cloud Manager New Jersey, USA | MANO Orchestrator, Generic VNFM,
. CloudOpera . . .
Huawei Orchestrator NEV Xi‘an/China NFVO + Generic VNFM
Luxoft SDL Romania NFVO + Generic VNFM
Netcracker Hybrid Orchestrator Waltham, MA NFVO + Generic VNFM
RIFT.io RIFT.ware USA Carrier Grade NFVO + Generic VNFM
Ubigube OpenMSA Ireland Network and Security Automation Framework
Whitestack WhiteNFV USA OSM distribution (NFVO + Generic VNFM)
Table 3. MANOs Under Test
514 VIM&NFVIs
Organisations [Name HW Location Short Description
OPNFV:
Huawei OPNFV Compass OPNFV POD @Huawei |Singapore OpenStack Ocata + Pike,
ODL Nitrogen
Nokia NCIR18 AirFrame OR E_spoo, OpenStack Pike
Finland
Lenovo POD
- SR630/SR650 and OCP
Red Hat slizf:r?i OpenStack servers NC, USA OpenStack Newton
- G8272/NE2572 and
G8052 switches
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Red Hat OpenStack

Red Hat Platform QCT @ETSI France OpenStack Newton
OPNFV XCI (Open OpenStack Queens +
SUSE SUSE) POD @UNH IOL NH, USA ODL Oxygen
ike +
Whitestack WhiteCloud Intel remote POD USA OpenStack Pike
ODL Carbon
Wind River Titanium Cloud R47 |[Wind River @OSM Hudson, MA, |OpenStack Newton +
Core Configuration |Remote Lab USA OF 1.3
. . Titanium Cloud R5 i L OpenStack Pike +
Wind River Edge Configuration Advantech remote POD |Taipei Taiwan OF 1.3
Lenovo POD
o . |- SR630/SR650 and OCP .
Wind River Titanium Cloud R5'i servers NC, USA OpenStack Pike +

Core Configuration

- G8272/NE2572 and
G8052 switches

OF 1.3

Table 4. VIM&NFVIs Under Test
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5.2 Test Functions

In addition to the Test VNFs included in the VNF section, the following Test Functionsawadfable during the
Plugtests to suppodr complementhe scope ofhe Test Sessions. Their use was optional.

Organisation Name Team Location Short Description

EANTC Auto LCM Validation Berlin, Germany TD automation tool

Ericsson OPNFV Dovetall VIM&NFVI validation tool

Spirent Lifecycle Validation California, USA Automatic Lifecycle Validation tool
Huawei OPNFV Bottlenecks Shanghai, China VIM&NFVI validation tool

Table 5. Test Functions

5.3 Technical Support

The organisationbelowprovided technical support and expertisehe Plugtests Teaand contibutedactively to the
test plan development and technical arrangements to prepare and run the Plugtests.

Organisation Role
Nextworks Technical Support

Table 6. Technical Support

54 Observers

The following organisations joined the NFV Plugtests as e@ksernd contributed with technical advice and test plan
review.

Organisation Role
BUPT Beijing University of Posts and Telecommunications
Cable Labs Non-profit R&D consortium for cable providers
CAICT China Academy of Information and Communications Technology
DOCOMO Telecommunications service provider
Orange Telecommunications service provider
Table 7. Observers
5.5 Open Source Communities

The Open Source communitiéisted below werectivelyinvolved inthe Plugtestpreparatiorand contributedo the
Test Plarreview. Their solutions weravidely presentn the Test Sessiotisrough multiple distributions:

Organisation Role Details

Open Source MANO MANO https://osm.etsi.org
SonataNFV (5GTango) MANO https://5gtango.eu

Open Stack VIM&NFVI https://www.openstack.org
OPNFV VIM&NFVI https://www.opnfv.org

Open Air Interface VNF (VEPC) http://www.openairinterface.org

Table 8. Supporting Open Source communities

ETSI Plugtests
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§) Test Infrastructure

6.2 HIVE

The remote integratiomre-testingand onsitephass waeenabledby he NFV Pl ugtests Progr amr

~
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Figure 7. NFV Plugtests HIVE network

The NFV HIVE (Hub for Interoperability and Validation at ET Sigtworkinterconnectsecurelyp ar t i gempta nt s 6
labs and~unctionsunderTestand allowsfor remote multiparty interoperability testing and validation activiti@stotal

of 46 remotelocationsincluding several OSM Remote Labs participating to the Plugtes&saged the HIVE network

to make their Functions Under Test available for the tesiogesss

During the orsite phase, a local network deployed in the Plugtests room allowed participants to access the remote labs,
the local VNF Repository and some support functions running on ETSI servers. One participating NFV Platform
(VIM&NFVI) was alsodeployed locally in the ETSI Lab and connected to HIVE.

The figure below describes how the NFV and OSM HIVE networks are interconnected to support the NFV Plugtests
activities.

ETSI Plugtests
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Figure 8. Remote Test Infrastructure

6.2 APl Test System

The API Trackrequireda Test System dog as API consumer for a number of APIs belonging to different NFV
components and over different reference points. Thalidties required for the test system where:

- Sending configurable HTTP(S) requests
- Allowing custom payloads to be exchanged
- Automatically applying schema validation on the response payloads

The test system was implemented viaRestmarHTTP testing environment, using as base input the OpenAPI
descriptions provided by ETSI NFV.

ETSI Plugtests
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7 Test Procedures

7.1 Remote Integration Procedures

Remote integration procedures for different FUTs and FUT combinations were ddednrethe WIKI (see next
chapters) and therogress captured in a muttimensionatracking matrix which waseviewedregularlyduring the
preparatiorcalls. The tracking matrix was similar to the one shown below.

PLU 3 Remote Integration

VNF to MANO

Ref VIM&NFVI

VNF to MANG | MANC to VIM/NFYI  WNF to VIM/NFWI - NS to MANG

Figure 9. Pretesting tracking matrix

The progress on each of the dimensions of the remote integration activities (VNF to MANO, MANO to VIM&NFVI
VNF to VIM&NFVI and NS to MANQ was tracked following the colour code described below:

Pre-testing Matrix Colour Code

Not Started / Not Reported

Not Applicable

Pending

Ongoing

Completed

Table 9. Remote integration matrix colour code

7.1.1 Per-FUT Procedures

The next sections describe the independent procedures for each type of FUT:

ETSI Plugtests
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7.1.11 VNF

1. HIVE: Connect tHIVE (site to site or cliento site)

2. IFS&TQ: Fill in the VNF Interoperability Feature Statements and Technical Quedtioms

3. Upload: Upload VNF Package(s), descriptors, artifacts, and SW image(s) to the central VNF Repository.
4. NS: Team up with other VNF providers to build a mwéndor NS

5. WIKI DOC : Provide a schema describing your VNF / NS

7.1.1.2 MANO

1. HIVE: Connect tHIVE . siteto-site VPN connectivity is required for MANO solutions
2. IFS&TQ: Fill in the MANO Interoperability Feature Statements and Technical Quedtioms

3. WIK | DOC: provide VNF and NS Descriptor examples for Ref VNF&NS examples

7.1.1.3 VIM&NFVI

1. HIVE: Connect tHIVE or ship HW to ETSI
2. VIM Ready: Install, start and configure VIM
3. IFS&TQ: Fillin the VIM&NFVI Interoperability Feature Statements and Techrigaestions form

4. WIKI DOC : provide additional information required for MANO solutions to integrate: NBI Ip@jects
credentials, VNF Management IP pool, etc...

7.1.2 Cross-FUT Procedures

7.1.2.1 MANO to VIM&NFVI

1. Test connectivity from MANO to VIM&NFVI& from VIM&NFVI to MANO

2. Connect MANO to VIM (get NBI IPprojectand credentials on VIM&NFVI wiki page)
3. Verify VIM resources can be accessed from MANO

4. Specify the reference VNF in the ptiesting table

5. Upload Ref VNF to VIM

6. On-board, instantiate and teimate Reference VNF from MANO (* see ptesting sessions below)

7.1.2.2 VNF to VIM&NFVI

1. Upload VNF image to VIM
2. Verify physical network connectivity in NFVI will allow for VNF/NS deployment

3. Manual creation of VM's and network infrastructure requiredtisr VNF (to prepare MANO Oboard
automatic execution)

4. Manual execution Instantiate VNF steps (to prepare MANO automatic execution)
5. Manual execution Scale infout VNF steps (to prepare MANO automatic execution)

6. Manual execution Terminate VNF steps (to @epMANO automatic execution)
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7.1.2.3 VNF to MANO

1. Identify the reference VIM&NFVI(s) that will be used for gesting

2. Create VNFD/NSD for MANO, and upload to VNF Repository (VNF folder under NFVPLU3)
3. Onboard VNFD/NSD to MANO

4. Upload VNF image(s) to Refl¥

5. Instantiate VNF/NS from MANO

6. Scale in/out

7. Terminate VNF/NS

7.1.2.4 NS to MANO

1. Identify the reference VIM&NFVI(s) that will be used for gtiesting

2. Create multivendor NSDs for MANO, and upload to VNF Repository (NS folder under NFVPLU3)
3. On-board NSDd MANO

4. Upload VNF image(s) to Ref VIM

5. Instantiate NS from MANO

6. Scale in/out

7. Terminate NS

7.2 Pre-testing Procedure

Following remote integration, participants were invited to runtpséing sessions and formally capture the results in the
Test Reporting ool. Therecommendtion was to start preesting with a Singl&/NF NetworkServicecorfiguration
involving one VNF, one MANO solution and oM@M&NFVI and increment complexity gradually.

Running and reporting results for a fiesting session required #tieinvolvedparties (VNF, MANO, VIM&NFVI) to
have successfully achieved remote integratamm@ectiorto HIVE, descriptors created and uploaded, images
uploadedcredentials share¥IM ready, etc...)

Participants were encouraged to find suitablenggtartners in the presting matrix (those that had completed remote
integration) andarrange a convenient timeframe for jpesting,leveragingSlackto facilitate discussions among the
different teams.

Once the arrangements made thetpsting procedie was as follows:

1)Open the Test Reporting Tool, go to the AReportso TAB
2) Create a AFreestyl eo-testiegport, select configuration =
3) Select the MANO, VIM&NFVI and VNF involved in the pitesting session

Once the above completed, a Test SesRigport would open, and participants would follow the loperability
Testing Procedure remotelgge nextlausé
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7.3 Interoperability Testing Procedure

During the onsite part of the Plugtests, a daily Test Session Schedule was produced with thésPBatpeduler. Test
Sessions were organised in several parallel tracks, ensuring that all participants had at peasicbeduledest
Sessiorevery dayPrescheduled Test Sessions addressed the-wantior Network Service configuration, involving
oneMANO solution, one or more VIM&NFVIs and one network serviced with at least 2 VNFs from different
providers.

Prescheduled test sessions could be completed with additional sessions addressing other test configurations / test
groups, such as Muisite, ERA, Service Function Chaining, or specific VNFM deployments (see 8.3 for details)

Participants could choose to run the above mentioned
report on thdly, or to ask the Plugtests team to ghlle he additional sessions for them.

During each test session the procedaranteroperability testingvas as follows:

1) The MANO, VIM&NFVI (s), andVNFs representative would sit togethEach VNF was expected to have
previously run asingleVNF NStestsession with theame MANO and VIM(s)

2) One representative of the teamened the Test Session Report tialest Plan.

=b This report has been app: d. Modifications are not all

Configuration Multi-vendor NS
Date 2018-05-30 08:30
Duration 120 min
Report Id 3118

MANO (NFVO+VNFM):
Peers VIM+NFVI:

Multi-vendor N5:
Test groups: Test ID Summary Result Comment

Multi-vendor NS TD_NFV_MULTIVENDOR._NS_LCM SCALE OUT_004 To verify that a NS can be successfully scaled out - NO NA
MV_ONBOARD (by adding VINF instances) if triggered in MANO

by a VINE/EM request
TD_NFV_MULTIVENDOR_NS_LCM_SCALE IN 004 To verify that a NS can successfully scale in (by . NO NA
MV_SCALE NS VNF_BEQ removing VINF instances) if triggered in MANO by -,

MV_SCALE VNF_MANUAL a VNF/EM request
MV_SCALE_VNF_VNF_REQ

MV_UPDATE_VNF

MV_FM_VNF

MV_INSTANTIATE

MV_TERMINATE

MV_DELETE

MV_SCALE NS_MANUAL

Figure 10. Test Session Report

3) For each Test irach group ofhe Test Plan:

a. The corresponding Test Descriptimas applied to the tgetSUT Corfiguration:
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SUT_MULTVENDOR_NS

Test Interfaces

VNFD1 VNFDn

]

NFVI & VIM

Figure 11. SUT Configuration example.

b. VNFs, MANO and VIM&NFVI providers jointly executed thaifferent steps specified in tHeest
Descriptionand evaluated interoperability through the diffed€® Checksprescribedn it.

Identifier TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT 004

Test Purpose | To verify that a NS can be successfully scaled out (by adding VNF instances) if triggered in
MANO by a VNF/EM request

Configuration |\t MULTI-VENDOR_NS

References ETSI GS NFV-IFA005 V2.3.1 (clause 7.3.1.2,7.4.1.2,7.5.1.2, 7.7)
ETSI GS NFV-IFA006 V2.3.1 (clause 7.3.1.2,7.4.1.2,7.5.1.2, 7.7)
ETSI GS NFV-IFA007 V2.3.1 (clause 7.2.4)
ETSI GS NFV-IFA008 V2.3.1 (clause 7.2.4)

Applicability |* [IFS_NFV_MANO_16] MANO supports scaling out/in request from VNF/EM
*[IFS_NFV_MANO_14] MANO supports scaling by adding/removing VNF instances
* [IFS_NFV_VNF_4] VNF can scale out/in by adding/removing VNF instances

* [IFS_NFV_VNF_8] VNF/EM can request scaling to MANO

Pre-test * NS is instantiated (TD_NFV_MULTIVENDOR_NS_LCM_INSTANTIATE_001)
conditions
Test I
Sequence Step| Type Description Result
1 | Stimulus |Trigger the VNF/EM to send a scale out (by adding VNFs) request to MANO
2 IOP Verify that the scale out (by adding VNF instance(s)) procedure has been started
Check |in MANO

3 IOP Verify that the requested resources have been allocated by the VIM according to

Check [the descriptors
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4 IOP Verify that the additional VNF instance(s) have been deployed
Check

5 IOP Verify that the additional VNF instance(s) are running and reachable through the
Check |management network

6 IOP Verify that the additional VNF instances(s) have been configured according to
Check |VNFD (i.e by obtaining a result from the management interface)

7 IOP Verify that the additional VNF instances(s), VL(s) and VNFFG(s) are connected
Check |according to the Descriptors

8 IOP Verify that NS has been scaled out by running the end-to-end functional test
Check

IOP Verdict

Figure 12 Test Desription example

c. TheTest Resulwas reported tthe Test Session Report, as follows:
i.OK: all IOP Checks were successful
ii. NOK: at least one IOP Check failed. A comment was requested.

iii. NA: the feature was not supported by at least 1 of the inddiéTs. A omment was
requested to clarify the missing feature.

4) Once all the testin the Test Session Repavereexecuted and results recorded, the ¥NWANO and
VIM&NFVI providers reviewed the Report and approved it.

7.4 API Testing Procedure

The goal of the APtrack was to validate the compliance to interfaces as defined in ETSI NFV SOL specifications. The
targeted specifications were again [SOL0Gat theVe-Vnfm reference pointand [SOL003]J for theOr-
Vnfm reference point and was extended to include [@@3] for the Oama-nfvo reference point

Thetestingfocused on checking the formal correctness of the exchanged HTTP payloads for one or more of the
available interfaces within a reference point.

Participation to the API track was optional and required-ti& to implement at least one of the APIs under test. Given
the reference points in scope, the API track targeted VNF/EM, VNFM and NFVO implementations.

The preparation of the API track was shared with participants during the remote integration pltase-ealts, where
participants were invited to provide recommendations and feedback.

Out of the 17 interfaces in the targeted specifications, the participants were given the possibility to test 15 Interfaces fo
which OpenAPI definitions were availablethat time in the ETSI [FORGE].

Depending on the FUT provided, the availability of NFV API(s) implementation and their interest, each participant was
asked to register its participation in the track and the interfaces to be tested during the remadiernnpegraf the
event.

For each interface, the tests focused on the compliance of the API producer (i.e. REST server), not on the API
consumers (i.e. REST clients). The available interfaces are listed in the following table.

Interface Specification  Producer Web editor
SOL003VirtualisedResourcesQuotaAvailableNotificatiéir| SOL003 NFVO Link
SOL003VNFFaultManagementNotificatiocAPI SOL003 NFVO Link
SOLO003VNFIndicatorNotificatiorAPI SOL003 NFVO Link
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Interface Specification  Producer Web editor
SOLO003VNFLifecycleOperationGranting\PI SOL003 NFVO Link
SOL003VNFPackageManagemeAP| SOL003 NFVO Link
SOL003VNFPerformanceManagementNotificatidyP| SOL003 NFVO Link
SOLO002VNFConfiguratiorAPI SOL002 VNF Link
SOL002VNFIndicatorAPI SOL002 VNF/EM Link
SOL002VNFIndicatorNotificatiorAPI SOL002 VNFM Link
SOLO03VNFFaultManagemeprAPI SOL003 VNFM Link
SOLO03VNFIndicatorAPI SOL003 VNFM Link
SOLO03VNFLifecycleManagemenrAPI SOL003 VNFM Link
SOL003VNFPackageManagementNotificatidPI SOL003 VNFM Link
SOLO003VNFPerformanceManagemeAPI SOL003 VNFM Link
SOLO0O5NSDManagemenrAPI SOLO005 NFVO Link

Table 10. Interfaces in scope

Tests were run jointly by jparticipant organization (providing the FUT) and the Plugtests team (providing the
experimental test system). The test sessions for the API track were scheduled upon request in parallel with the
interoperability test sessions.

Following the prerequisitesefined above, three test configurations were defined and shared with participants. Each
configuration involved the test systénplaying the role of the API consumieand the FUT in the role of the API
producer. See details in Clauge

Test execution antést results where operated and recorded manually by the Plugtests Team. Before and during the API
test session the set of predefined tests were compiled
suites (in formiohsadapPowemanm&deélacailable in the Plugt
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8 IOP Test Plan Overview

8.1 Introduction

This 39 NFV Plugtests Test Plamas developed by the NFV Plugtests team leaBT$I Centre for Testing and
Interoperability and following the interoperabilitgsting methodology defined by ETSI NFV in [TSTO0@2(d building
on the test plans of previous NFV Plugtests [LNFVPLR] and [2NFVPLUTP].

The following clauses summarise the interoperability test cases in scope for this Plugtests, and how theypgdre grou
to optimise test session scheduling, duration and results collection and analysis. The fimtenogiarability test

groups identified for the"8NFV Plugtestsvere Single Vendor NS (covering also Single Vendor Scale To Level sub
group),Multi-Vendor NS (covering alsdulti-VendorNS with EPA andMulti-VendorNS with SFC sulgroups),
Multi-Site, Specific VNFM, Automatic LCM validation.

8.2 Single Vendor NS

8.2.1  Test Configuration

The Single Vendor N§roupmakes use adhe SUT_SINGLEVENDOR_NS conifjuration as described the Test
Plan [3NFVPLUTP].

It involves one MANO solution, one VIM&NFVI and one VNF. The Test VNF used to verify proper NS deployment
and functionality wasonsidered as optional ardpected to be provided by the VNF providentiégants were
encouraged techeduleand run this test group remotdle. before the facto-face event) as a mean to carry out pre
testing session® prepare for more complex sessionssia.

This Single Vendor NS test configuration was also usethe purpose of verifying and testing the NS and VNF
scaling to level operations, as a kind of enhanced interoperability tests cases with respect to the more generic scale in
and scale out ones.

SUT_SINGRAENDOR_NS

VNFD e NSD Test Interfaces

rl:

SW Image

NFVI & VIM

Figure 13: Single Vendor NS SUTConfiguration
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Test Id

Test Purpose

TD_NFV_SINGLEVENDOR_ONBOARD_VNF_PKG_001

To on-board a VNF Package

TD_NFV_SINGLEVENDOR_ONBOARD_NSD_001

To onboard a NSD

TD_NFV_SINGLEVENDOR_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully
instantiated

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT 001

To verify that a NS can be successfully
scaled out (by adding VNF instances) if
triggered by a MANO operator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_001

To verify that a NS can be successfully
scaled in (by removing VNF instances) if
triggered by a MANO operator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT _002a

To verify that a NS can be successfully
scaled out (by adding VNF instances) if
triggered automatically in MANO by a VNF
Indicator notification

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_002a

To verify that a NS can be successfully
scaled in (by removing VNF instances) if
triggered automatically in MANO by a VNF
Indicator notification

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT _002b

To verify that a NS can be successfully
scaled out (by adding VNF instances) if
triggered automatically in MANO by
querying a VNF Indicator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_002b

To verify that a NS can be successfully
scaled in (by removing VNF instances) if
triggered automatically in MANO by
querying a VNF Indicator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT 003

To verify that a NS can be successfully
scaled out (by adding VNF instances) if
triggered automatically in MANO by a VIM
KPI

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_003

To verify that a NS can be successfully
scaled in (by removing VNF instances) if
triggered automatically in MANO by a VIM
KPI

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT_004

To verify that a NS can be successfully
scaled out (by adding VNF instances) if
triggered in MANO by a VNF/EM request

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_004

To verify that a NS can successfully scale in
(by removing VNF instances) if triggered in
MANO by a VNF/EM request

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered by a
MANO operator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered by a
MANO operator

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT_VNF_002a

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered
automatically in MANO by a VNF Indicator
notification
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To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_VNF_002a instances (VMs)) when triggered
automatically in MANO by a VNF Indicator
notification

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
TD_NFV_SINGLEVENDOR_NS LCM_SCALE_OUT_VNF_002b instances (VMs)) when triggered
automatically in MANO by querying a VNF
Indicator

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_VNF_002b instances (VMs)) when triggered
automatically in MANO by querying a VNF
Indicator

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered
automatically in MANO by a VIM KPI

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT_VNF_003

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered
automatically in MANO by a VIM KPI

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_VNF_003

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered in MANO
by a VNF/EM request

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_OUT_VNF_004

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered in MANO
by a VNF/EM request

TD_NFV_SINGLEVENDOR_NS_LCM_SCALE_IN_VNF_004

To verify that a VNF running in a NS can be

TD_NFV_SINGLEVENDOR_NS_LCM_UPDATE_STOP_VNF_001 successtully stopped by MANO

To verify that a stopped VNF in a NS can be

TD_NFV_SINGLEVENDOR_NS_LCM_UPDATE_START_VNF_001 successiully re-started by MANO

Verify that a VNF fault alarm event is
TD_NFV_SINGLEVENDOR_FM_VNF_ALARM_ 001 detected by the MANO when a fault occurs
on a VNF part of a NS

Verify that a VNF fault alarm clearance
event is detected by the MANO when a fault
is cleared on a VNF part of a NS by
resolving the causing problem

TD_NFV_SINGLEVENDOR_FM_VNF_CLEAR_001

To verify that performance metrics of one or
TD_NFV_SINGLEVENDOR_PM_VR_CREATE_MONITOR_001 more virtualised resources that are allocated
to a NS instance can be monitored

To verify that performance metrics of one or
more virtualised resources that are allocated
to a NS instance can be monitored using
thresholds based notifications

TD_NFV_SINGLEVENDOR_PM_VR_CREATE_THRESHOLD_001

To verify that monitoring of performance
metrics of one or more virtualised resources
that are allocated to a NS instance can be
stopped

TD_NFV_SINGLEVENDOR_PM_VR_DELETE_MONITOR_001

To verify that performance monitoring
thresholds created for one or more
virtualised resources that are allocated to a
NS instance can be deleted

TD_NFV_SINGLEVENDOR_PM_VR_DELETE_THRESHOLD_001

To verify that a VNF indicator related to a

TD_NFV_SINGLEVENDOR_PM_VNF _KPI_CREATE_MONITOR_001 . .
- - - = - = — - NS instance can be monitored

To verify that monitoring of a VNF indicator

TD_NFV_SINGLEVENDOR_PM_VNF_KPI_DELETE_MONITOR_001 .
- - - = - = - - related to a NS instance can be stopped
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To verify that a VNF indicator related to a

TD_NFV_SINGLEVENDOR_PM_VNF_KPI_CREATE_THRESHOLD_001 |NS instance can be monitored using

thresholds based notifications

TD_NFV_SINGLEVENDOR_PM_VNF_KPI_DELETE_THRESHOLD_001

To verify that performance monitoring
thresholds created for one or more VNF
indicator related to a NS instance can be
deleted

TD_NFV_SINGLEVENDOR_NS_LCM_TERMINATE_001

To verify that a NS can be successfully
terminated

TD_NFV_ SINGLEVENDOR_TEARDOWN_DELETE_NSD_001

To delete a NSD

TD_NFV_SINGLEVENDOR_TEARDOWN_DELETE_VNF_PKG_001

To delete a VNF Package

Table 11: Single Vendor NS: Test CasefBase)

8.2.2.2 Scale to Level

Test Id

Test Purpose

TD_NFV_SCALE-LEVEL_ONBOARD_VNF_PKG_001

To on-board a VNF Package

TD_NFV_ SCALE-LEVEL_ONBOARD_NSD_001

To onboard a NSD

TD_NFV_SCALE-LEVEL_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully
instantiated

TD_NFV_SCALE-LEVEL_NS_LCM_SCALE_TO_LEVEL_001

Verify that an NS can be successfully scaled to
another existing instantiation level by changing
the number of VNF instances when triggered by a
MANO operator

TD_NFV_SCALE-LEVEL_NS_LCM_SCALE_TO_LEVEL_002

Verify that an NS can be successfully scaled to
another existing instantiation level by changing
the number of VNF instances when triggered
automatically by a VNF indicator

TD_NFV_SCALE-LEVEL_NS_LCM_SCALE_TO_LEVEL_003

Verify that an NS can be successfully scaled to
another existing instantiation level by changing
the number of VNF instances when triggered
automatically by a VIM KPI

TD_NFV_SCALE-LEVEL_NS_LCM_SCALE_TO_LEVEL_VNF_001

Verify that a VNF in a NS can be successfully
scaled to another existing instantiation level by
changing the number of VNFC instances when
triggered by a MANO operator

TD_NFV_SCALE-LEVEL_NS_LCM_SCALE_TO_LEVEL_VNF_003

Verify that a VNF in a NS can be successfully
scaled to another existing instantiation level by
changing the number of VNFC instances when
triggered automatically by a VIM KPI

TD_NFV_SCALE-LEVEL_NS_LCM_TERMINATE_001

To verify that a NS can be successfully
terminated

TD_NFV_SCALE-LEVEL_TEARDOWN_DELETE_NSD_001

To delete a NSD

TD_NFV_SCALE-LEVEL_TEARDOWN_DELETE_VNF_PKG_001

To delete a VNF Package

Table 12xx: Single Vendor NS: Test Cases (Scale to level)
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8.3 Multi-Vendor NS

8.3.1 Test configuration

TheMulti-VendorNS group leverages the SUT_MULVENDOR_NS configuration as described in the Test Plan
[BNFVPLU-TP].

It involves one MANGsolution, one VIM&NFV and at least two VNF from 2 different providers. This group was
mandatory for the"SNFV Plugtests participants and aimed at testing aveltidor Network Services in the wider set of
combinations possible.

With this SUT configuratin other two interoperability test groups have been validated duringtN&3 Plugtests.
First, theMulti-VendorNS with EPA that included test casepfjonal for Plugtests participaht® validate the
interoperability in the case of EPA supported iy MANO the VIM&NFVI and ateast one of the VNFs. As second
additional interoperability test group, thulti-VendorNS with SFC also leveraged on this test configuration, to
validate the usage of SFC based on the NSH protocol, which had to be suppledsttay the VIM&NFVI and at
least one of the VNFs.

SUT_MULIVENDOR_NS

VNFD1 VNFDn u N Test Interfaces
VLD
S0 ﬂ SW Imn

Test
VNF

NFVI & VIM

Figure 14: Multi -Vendor NS SUT Configuration

8.3.1 Test Cases

8.2.2.1 Base

Test Id Test Purpose
TD_NFV_MULTIVENDOR_ONBOARD_VNF_PKG 001 To on-board a VNF Package
TD_NFV_MULTIVENDOR_ONBOARD_NSD_001 To onboard a NSD

To verify that an NS can be successfully

TD_NFV_MULTIVENDOR_NS LCM_INSTANTIATE_001 . .
- - - = - - instantiated

To verify that a NS can be successfully scaled
TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_001 out (by adding VNF instances) if triggered by a
MANO operator

To verify that a NS can be successfully scaled
TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_001 in (by removing VNF instances) if triggered by
a MANO operator
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TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_002a

To verify that a NS can be successfully scaled
out (by adding VNF instances) if triggered
automatically in MANO by a VNF Indicator
notification

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_002a

To verify that a NS can be successfully scaled
in (by removing VNF instances) if triggered
automatically in MANO by a VNF Indicator
notification

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_002b

To verify that a NS can be successfully scaled
out (by adding VNF instances) if triggered
automatically in MANO by querying a VNF
Indicator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_002b

To verify that a NS can be successfully scaled
in (by removing VNF instances) if triggered
automatically in MANO by querying a VNF
Indicator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_003

To verify that a NS can be successfully scaled
out (by adding VNF instances) if triggered
automatically in MANO by a VIM KPI

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_003

To verify that a NS can be successfully scaled
in (by removing VNF instances) if triggered
automatically in MANO by a VIM KPI

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_004

To verify that a NS can be successfully scaled
out (by adding VNF instances) if triggered in
MANO by a VNF/EM request

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_004

To verify that a NS can successfully scale in
(by removing VNF instances) if triggered in
MANO by a VNF/EM request

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered by a MANO
operator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered by a MANO
operator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_VNF_002a

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered automatically
in MANO by a VNF Indicator notification

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_VNF_002a

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered automatically
in MANO by a VNF Indicator notification

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_VNF_002b

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered automatically
in MANO by querying a VNF Indicator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_VNF_002b

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered automatically
in MANO by querying a VNF Indicator

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_VNF_003

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered automatically
in MANO by a VIM KPI

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_VNF_003

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered automatically
in MANO by a VIM KPI

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_OUT_VNF_004

To verify that a VNF in a NS can be
successfully scaled out (by adding VNFC
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instances (VMs)) when triggered in MANO by
a VNF/EM request

To verify that a VNF in a NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered in MANO by
a VNF/EM request

TD_NFV_MULTIVENDOR_NS_LCM_SCALE_IN_VNF_004

To verify that a VNF running in a NS can be

TD_NFV_MULTIVENDOR_NS_LCM_UPDATE_STOP_VNF_001 successiully stopped by MANO

To verify that a stopped VNF in a NS can be

TD_NFV_MULTIVENDOR_NS_LCM_UPDATE_START_VNF_001 successiully re-started by MANO

Verify that a fault alarm event propagates to
TD_NFV_MULTIVENDOR_FM_VR_ALARM_001 the MANO when a virtualised resource that is
required for the NS fails.

Verify that a fault clearance event propagates
to the MANO when a failed virtualised
resource that is required for the NS is
recovered

TD_NFV_MULTIVENDOR_FM_VR_CLEAR_001

To verify that performance metrics of one or
TD_NFV_MULTIVENDOR_PM_VR_CREATE_MONITOR_001 more virtualised resources that are allocated
to a NS instance can be monitored

To verify that performance metrics of one or
more virtualised resources that are allocated
to a NS instance can be monitored using
thresholds based notifications

TD_NFV_MULTIVENDOR_PM_VR_CREATE_THRESHOLD_001

To verify that monitoring of performance
metrics of one or more virtualised resources
that are allocated to a NS instance can be
stopped

TD_NFV_MULTIVENDOR_PM_VR_DELETE_MONITOR_001

To verify that performance monitoring
thresholds created for one or more virtualised
resources that are allocated to a NS instance
can be deleted

TD_NFV_MULTIVENDOR_PM_VR_DELETE_THRESHOLD_001

To verify that a VNF indicator related to a NS

TD_NFV_MULTIVENDOR_PM _VNF _KPI CREATE_MONITOR_001 . .
- - - = - = - — instance can be monitored

To verify that monitoring of a VNF indicator

TD_NFV_MULTIVENDOR_PM_VNF_KPI_DELETE_MONITOR_001 .
- - - = - = - - related to a NS instance can be stopped

To verify that a VNF indicator related to a NS
TD_NFV_MULTIVENDOR_PM_VNF_KPI_CREATE_THRESHOLD_001 [instance can be monitored using thresholds
based notifications

To verify that performance monitoring
thresholds created for one or more VNF

TD_NFV_MULTIVENDOR_PM_VNF_KPI DELETE_THRESHOLD 001 |. : .
- - - = - = — - indicator related to a NS instance can be

deleted
TD_NFV_MULTIVENDOR_NS_LCM_TERMINATE_001 To verify that a NS can be successfully
- - - = - - terminated
TD_NFV_ MULTIVENDOR_TEARDOWN_DELETE_NSD_001 To delete a NSD

TD_NFV_MULTIVENDOR_TEARDOWN_DELETE_VNF_PKG_001 To delete a VNF Package

Table 13: Multi -Vendor NS Test Cases (Bze)

8.3.2.1 EPAT Enhanced Platform Awareness

Test Id Test Purpose
TD_NFV_EPA_ONBOARD_VNF_PKG_001 To on-board a VNF Package
TD_NFV_EPA_ONBOARD_NSD_001 To onboard a NSD
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TD_NFV_EPA_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully instantiated with EPA
requirements

TD_NFV_EPA_NS_LCM_SCALE_OUT 001

To verify that a NS can be successfully scaled out with EPA
requirements (by adding VNF instances) if triggered by a
MANO operator

TD_NFV_EPA_NS_LCM_SCALE_IN_001

To verify that a NS can be successfully scaled in with EPA
requirements (by removing VNF instances) if triggered by a
MANO operator

TD_NFV_EPA _NS_LCM_SCALE_OUT VNF_001

To verify that a VNF in a NS can be successfully scaled out
with EPA requirements (by adding VNFC instances (VMs))
when triggered by a MANO operator

TD_NFV_EPA_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be successfully scaled in with
EPA requirements (by removing VNFC instances (VMs)) when
triggered by a MANO operator

TD_NFV_EPA_NS_LCM_TERMINATE_001

To verify that a NS can be successfully terminated

TD_NFV_ EPA_TEARDOWN_DELETE_NSD_001

To delete a NSD

TD_NFV_EPA_TEARDOWN_DELETE_VNF_PKG_001

To delete a VNF Package

Table 14: Multi -Vendor NS TestCases (EPA)

8.3.2.1 SFC i Service Function Chaining

Test Id

Test Purpose

TD_NFV_SFC_ONBOARD_VNF_PKG_001

To on-board a VNF Package

TD_NFV_SFC_ONBOARD_NSD_001

To onboard a NSD

TD_NFV_SFC_NS_LCM_INSTANTIATE_001

To verify that an NS with NSH based SFC can be
successfully instantiated

TD_NFV_SFC_NS_LCM_TERMINATE_001

To verify that a NS can be successfully terminated

TD_NFV_SFC_TEARDOWN_DELETE_NSD_001

To delete a NSD

TD_NFV_SFC_TEARDOWN_DELETE_VNF_PKG_001

To delete a VNF Package

Tablel5: : Multi -Vendor NS Test Cases (SFC)

8.4 Multi Site

8.4.1 Test configuration

The multi-site group leverages the SUT_MULSITE configuration as described in the Test Plan [3NFVHIR]. It
involves one MANO solutiorat leastwo different VIM&NFVIsand at least two VNF.
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Figure 15: Multi -SITE SUT Configuration

8.4.2 Test cases

Test Id

Test Purpose

TD_NFV_MULTISITE_ONBOARD_VNF_PKG_001

To on-board a VNF Package

TD_NFV_MULTISITE_ONBOARD_NSD_001

To on-board a Multi-Site NSD

TD_NFV_MULTISITE_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully
instantiated across different sites

TD_NFV_MULTISITE_NS_LCM _SCALE_OUT 001

To verify that a multi-site NS can be successfully
scaled out (by adding VNF instances) if triggered
by a MANO operator

TD_NFV_MULTISITE_NS_LCM_SCALE_IN_001

To verify that a multi-site NS can be successfully
scaled in (by removing VNF instances) if triggered
by a MANO operator

TD_NFV_MULTISITE_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a multi-site NS can be
successfully scaled out (by adding VNFC
instances (VMs)) when triggered by a MANO
operator

TD_NFV_MULTISITE_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a multi-site NS can be
successfully scaled in (by removing VNFC
instances (VMs)) when triggered by a MANO
operator

TD_NFV_MULTISITE_FM_VR_ALARM_001

Verify that a fault alarm event propagates to the
MANO when a virtualised resource that is required
for the NS fails.

TD_NFV_MULTISITE_FM_VR_CLEAR_001

Verify that a fault clearance event propagates to
the MANO when a failed virtualised resource that
is required for the NS is recovered

TD_NFV_MULTISITE_FM_VNF_ALARM_001

Verify that a VNF fault alarm event is detected by
the MANO when a fault occurs on a VNF part of a
NS
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Verify that a VNF fault alarm clearance event is
TD_NFV_MULTISITE_FM_VNF_CLEAR_001 detected by the MANO when a fault is cleared on a
VNF part of a NS by resolving the causing problem

To verify that performance metrics of one or more
TD_NFV_MULTISITE_PM_VR_CREATE_MONITOR_001 virtualised resources that are allocated to a NS
instance can be monitored

To verify that performance metrics of one or more
virtualised resources that are allocated to a NS
instance can be monitored using thresholds based
notifications

TD_NFV_MULTISITE_PM_VR_CREATE_THRESHOLD_001

To verify that monitoring of performance metrics of
TD_NFV_MULTISITE_PM_VR_DELETE_MONITOR_001 one or more virtualised resources that are
allocated to a NS instance can be stopped

To verify that performance monitoring thresholds
TD_NFV_MULTISITE_PM_VR_DELETE_THRESHOLD_001 created for one or more virtualised resources that
are allocated to a NS instance can be deleted

To verify that a VNF indicator related to a NS

TD_NFV_MULTISITE_PM _VNF KPI CREATE_MONITOR_001 . .
- - - - - = - - instance can be monitored

To verify that monitoring of a VNF indicator related

TD_NFV_MULTISITE_PM_VNF_KPI_DELETE_MONITOR_001 .
- - - = - = - - to a NS instance can be stopped

To verify that a VNF indicator related to a NS
TD_NFV_MULTISITE_PM_VNF_KPI_CREATE_THRESHOLD_001 |instance can be monitored using thresholds based
notifications

To verify that performance monitoring thresholds
TD_NFV_MULTISITE_PM_VNF_KPI_DELETE_THRESHOLD_001 (created for one or more VNF indicator related to a
NS instance can be deleted

To verify that a Multi-Site NS can be successfully

TD_NFV_MULTISITE_NS LCM_TERMINATE 001 .
- - — = — — terminated

TD_NFV_MULTISITE_TEARDOWN_DELETE_NSD_001 To delete a NSD

TD_NFV_MULTISITE_TEARDOWN_DELETE_VNF_PKG_001 To delete a VNF Package

Table 16: Multi -Site Test Cases

8.5 Specific VNFM

8.5.1 S-VNFM-D

8.5.1.1 Test Configurations
The SVNFM-D group leverages the SUT-\BNFM-D configuration as described in the TeMP[3NFVPLU-TP].

This configuration involved one MANO solution, one VIM&NFVI and one VNF providing its own VNF Manager. The
Specific VNFM and the MANO solutions were requested to both support the direct resource management mode.
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Figure 16: S'VNFM -D SUT Configuration

8.5.1.2 Test Cases

Test Id

Test Purpose

TD_NFV_S-VNFM-D_ONBOARD_VNF_PKG_001

To on-board a VNF Package

TD_NFV_S-VNFM-D_ONBOARD_NSD_001

To on-board a NSD

TD_NFV_S-VNFM-D_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully instantiated

TD_NFV_S-VNFM-D_NS_LCM_SCALE_OUT_001

To verify that a NS can be successfully scaled out
(by adding VNF instances) if triggered by a MANO
operator

TD_NFV_S-VNFM-D_NS_LCM_SCALE_IN_001

To verify that a NS can be successfully scaled in (by
removing VNF instances) if triggered by a MANO
operator

TD_NFV_S-VNFM-D_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a NS can be successfully
scaled out (by adding VNFC instances (VMs)) when
triggered by a MANO operator

TD_NFV_S-VNFM-D_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be successfully
scaled in (by removing VNFC instances (VMs))
when triggered by a MANO operator

TD_NFV_S-VNFM-D_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a NS can be successfully
scaled out (by adding VNFC instances (VMs)) when
triggered by a MANO operator

TD_NFV_S-VNFM-D_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be successfully
scaled in (by removing VNFC instances (VMs))
when triggered by a MANO operator

TD_NFV_S-VNFM-D_PM_VNF_VR_CREATE_MONITOR_001

To verify that the performance metrics of a
virtualised resource that is allocated to a VNF
instance inside a NS instance can be monitored
through external VNFM
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To verify that the performance metrics of a
virtualised resource that is allocated to a VNF
TD_NFV_S-VNFM-I_PM_VNF_VR_CREATE_THRESHOLD_001 [instance inside a NS instance can be monitored
using thresholds based notifications through external
VNFM

To verify that the monitoring of performance metrics
of a virtualised resource that is allocated to a VNF
instance inside a NS instance can be stopped
through external VNFM

TD_NFV_S-VNFM-D_PM_VNF_VR_DELETE_MONITOR_001

To verify that a performance monitoring threshold
created for a virtualised resource that is allocated to
a VNF instance inside a NS instance can be deleted
through external VNFM

TD_NFV_S-VNFM-D_PM_VNF_VR_DELETE_THRESHOLD_001

To verify that a VNF indicator related to a NS

TD_NFV_S-VNFM-D_PM_VNF_KPI_CREATE_MONITOR_001 instance can be monitored through external VNFM

To verify that monitoring of a VNF indicator related
TD_NFV_S-VNFM-D_PM_VNF_KPI_DELETE_MONITOR_001 to a NS instance can be stopped through external
VNFM

To verify that a VNF indicator related to a NS
instance can be monitored using thresholds based
notifications through external VNFM

TD_NFV_S-VNFM-
D_PM_VNF_KPI_CREATE_THRESHOLD_001

To verify that performance monitoring thresholds
created for one or more VNF indicator related to a
NS instance can be deleted through external VNFM

TD_NFV_S-VNFM-
D_PM_VNF_KPI_DELETE_THRESHOLD_001

Verify that a VNF fault alarm notification propagates
TD_NFV_S-VNFM-D_FM_VNF_VR_ALARM_001 via the specific VNFM to the MANO when a VNF
fault is triggered by a failed virtualised resource

Verify that a VNF fault alarm clearance notification
propagates via the specific VNFM to the MANO
when a VNF fault is cleared by resolving the causing
problem on the failed virtualised resource

TD_NFV_S-VNFM-D_FM_VNF_VR_CLEAR_001

Verify that a VNF fault alarm notification propagates
TD_NFV_S-VNFM-D_FM_VNF_ALARM_001 via the VNFM to the MANO when a fault occurs on a
VNF part of a NS

Verify that a VNF fault alarm clearance notification
propagates via the VNFM to the MANO when a fault
is cleared on a VNF part of a NS by resolving the
causing problem

TD_NFV_S-VNFM-D_FM_VNF_CLEAR_001

TD_NFV_VNFM-D_NS LCM_TERMINATE_001 To verify that a NS can be successfully terminated
TD_NFV_VNFM-D_TEARDOWN_DELETE_NSD_001 To delete a NSD
TD_NFV_VNFM-D_TEARDOWN_DELETE_VNF_PKG_001 To delete a VNF Package

Table 17: SVNFM -D Test Cases

8.5.2 S-VNFM-I|

8.5.2.1 Test Configuration
The SVNFM-I group leverages the SUT-\BNFM-I configuration as described in the Test Plan [3NFVPILR].

This configuration involved one MANO solution, one VIM&NFVI and one VNF providing its own VNF Manager. The
Specific VNFM andhe MANO solutions were requested to both support the indirect resource management mode
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Figure 17: S'VNFM -1 SUT Configuration

8.5.2.2 Test Cases

Test Id Test Purpose
TD_NFV_S-VNFM-I_ONBOARD_VNF_PKG_001 To on-board a VNF Package
TD_NFV_S-VNFM-I_ONBOARD_NSD_001 To on-board a NSD

TD_NFV_S-VNFM-I_NS _LCM_INSTANTIATE_001 To verify that an NS can be successfully instantiated

To verify that a NS can be successfully scaled out (by

TD_NFV_S-VNFM-I_NS_LCM_SCALE_OUT_001 adding VNF instances) if triggered by a MANO operator

To verify that a NS can be successfully scaled in (by

TD_NFV_S-VNFM-_NS_LCM_SCALE_IN_001 removing VNF instances) if triggered by a MANO operator

To verify that a VNF in a NS can be successfully scaled
TD_NFV_S-VNFM-I_NS_LCM_SCALE_OUT_VNF_001 out (by adding VNFC instances (VMs)) when triggered by
a MANO operator

To verify that a VNF in a NS can be successfully scaled in
TD_NFV_S-VNFM-I_NS_LCM_SCALE_IN_VNF_001 (by removing VNFC instances (VMs)) when triggered by a
MANO operator

To verify that performance metrics of one or more
TD_NFV_S-VNFM-I_PM_VR_CREATE_MONITOR_001 virtualised resources that are allocated to a NS instance
can be monitored

To verify that performance metrics of one or more
TD_NFV_S-VNFM-I_PM_VR_CREATE_THRESHOLD_ 001 |virtualised resources that are allocated to a NS instance
can be monitored using thresholds based notifications

To verify that monitoring of performance metrics of one or

TD_NFV_S-VNFM-I_PM_VR_DELETE_MONITOR_001 more virtualised resources that are allocated to a NS
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instance can be stopped

TD_NFV_S-VNFM-I_PM_VR_DELETE_THRESHOLD_001

To verify that performance monitoring thresholds created
for one or more virtualised resources that are allocated to
a NS instance can be deleted

TD_NFV_S-VNFM-
|_PM_VNF_KPI_CREATE_MONITOR_001

To verify that a VNF indicator related to a NS instance can
be monitored through external VNFM

TD_NFV_S-VNFM-
|_PM_VNF_KPI_DELETE_MONITOR_001

To verify that monitoring of a VNF indicator related to a NS
instance can be stopped through external VNFM

TD_NFV_S-VNFM-
| PM_VNF_KPI_CREATE_THRESHOLD_001

To verify that a VNF indicator related to a NS instance can
be monitored using thresholds based notifications through
external VNFM

TD_NFV_S-VNFM-
| PM_VNF_KPI_DELETE_THRESHOLD 001

To verify that performance monitoring thresholds created
for one or more VNF indicator related to a NS instance
can be deleted through external VNFM

TD_NFV_S-VNFM-I_FM_VR_ALARM_001

Verify that a fault alarm event propagates to the MANO
when a virtualised resource that is required for the NS
fails.

TD_NFV_S-VNFM-I_FM_VR_CLEAR_001

Verify that a fault clearance event propagates to the
MANO when a failed virtualised resource that is required
for the NS is recovered

TD_NFV_VNFM-I_NS_LCM_TERMINATE_001

To verify that a NS can be successfully terminated

TD_NFV_VNFM-l_TEARDOWN_DELETE_NSD_001

To delete a NSD

TD_NFV_VNFM-l_TEARDOWN_DELETE_VNF_PKG_001

To delete a VNF Package

Table 18: SSNFM-| Test Cases

8.6 Auto LCM Validation

8.6.1  Test Configuration

The Auto LCM Validation group leveragdst SUT_AUTOLCM-VALIDATION configuration as described in the

Test Plan [3BNFVPLUTP].

It involves one MANO solution, one VIM&NFVI and at least two VNFs. The Test System is in charge of automating

the triggers and IOP checks as described in the Test Plan
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Figure 18 AUTO-LCM -VALIDATION SUT Configuration
8.6.2 Test Cases
Test Id Test Purpose

TD_NFV_AUTOLCMV_ONBOARD_NSD_001

To on-board a NSD

TD_NFV_AUTOLCMV_NS_LCM_INSTANTIATE_001

To verify that an NS can be successfully instantiated

TD_NFV_AUTOLCMV_NS_LCM_SCALE_OUT 001

To verify that a NS can be successfully scaled out (by
adding VNF instances) if triggered by a MANO operator

TD_NFV_AUTOLCMV_NS_LCM_SCALE_IN_001

To verify that a NS can be successfully scaled in (by
removing VNF instances) if triggered by a MANO
operator

TD_NFV_AUTOLCMV_NS_LCM_SCALE_OUT_VNF_001

To verify that a VNF in a NS can be successfully scaled
out (by adding VNFC instances (VMs)) when triggered
by a MANO operator

TD_NFV_AUTOLCMV_NS_LCM_SCALE_IN_VNF_001

To verify that a VNF in a NS can be successfully scaled
in (by removing VNFC instances (VMs)) when triggered
by a MANO operator

TD_NFV_AUTOLCMV_NS_LCM_UPDATE_STOP_VNF_001

To verify that a VNF running in a NS can be
successfully stopped by MANO

TD_NFV_AUTOLCMV_NS_LCM_UPDATE_START_VNF_001

To verify that a stopped VNF in a NS can be
successfully re-started by MANO

TD_NFV_AUTOLCMV_FM_VR_ALARM_001

Verify that a fault alarm event propagates to the MANO
when a virtualised resource that is required for the NS
fails.

TD_NFV_AUTOLCMV_FM_VR_CLEAR_001

Verify that a fault clearance event propagates to the
MANO when a failed virtualised resource that is
required for the NS is recovered
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TD_NFV_AUTOLCMV_NS_LCM_TERMINATE_001

To verify that a NS can be successfully terminated

TD_NFV_AUTOLCMV_TEARDOWN_DELETE_NSD_001 To delete a NSD

Table 19: Auto LCM Validation Test Cases
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9 API| Test Plan Overview

9.1 Introduction

The test plan was created according to the APIs and test cases that the participants required. Out of the total 17 APIs
specified by ETSNFV (of which 14 were available inraachinereadabldormat) 4 APls were tested during the
Plugtests.

For each API in the test plan, a subset of supported operatamssed to create a total of 29 test cases. Each test case
focusesonthetestofonp@r at i on. The verdict of the test is fApasso
specifications, in terms of:

- Response code
- Response headers
- Response body

The rotification system provided in several interfaces was informally tested in corresponflémeeeguests and
responses. The outcome of the notification was noted as a comment in the test reports.

The test system provided a CallbackURI for notifications capable of logging all messages and their bodies, for
debugging and offine analysis. Duringhe execution of the tests the entire sessions were recorded in a Pcap file to
enable further analysis.

The ests configurations for the API track generally include the following components:
9 The Function Under Test, i.e. the API producer, depicted iro\ell

9 The Test environment (TEST ENV), i.e. the set of components required to support the correct execution of the
FUT

9 The Test Systems, composed of

0 The Postman scripts in the role of the APl consumer, interoperating with the FUT using the APl under
test and

0 The Notification Endpoint, the reference of which was communicated to the FUT as CallbackUri for
Notifications.

9.2 SOL002 1T VNF/EM

9.2.1  Test Configuration

The test configuration as described in the figure below was defined to test the interfaces lexpogdii-/EM towards
the VNFM, such as VNF Configuration APl and VNF Indicator API. The test system acts as the VNFM.

ETSI Plugtests



48 ETSI Plugtests Report V1.0.0 (2018-08)

SUT_1_API_VNF

TEST ENV TEST SYSTEM
VNF 9 VNFM

T A Notification
endpoint

Figure 19 Test configuration SUT_1 API_VNF

9.2.2 Test Cases

9521 VNF Configuration API (Ve-Vnfm)
TD ID Operation Resource Method
TD_API_20 |Read VNF/VNFC configuration from VNF. /configuration GET
TD_API_21 |Modify VNF/VNFC configuration /configuration PATCH
TD_API_22 |Modify VNF/VNFC configuration with partial JSON /configuration PATCH

Table 20. VNF Configuration API TCs

9522 VNF Indicator API (Ve-Vnfm)

TD ID Operation Resource Method
TD_API_23 |Query Multiple indicators Ivnfind/vl/indicators GET
TD_API_24 |Query multiple indicators related to a VNF instance. /indicators/{Id} GET
TD_API_25 |Read individual indicator related to a VNF instance. /indicators/{Id}/{ld} GET
TD_API_26 |Subscribe /subscriptions POST
TD_API_27 |Query all subscriptions /subscriptions GET
TD_API_28 |Read individual subscription /subscriptions/{ld} GET
TD_API_29 |Terminate Subscription /subscriptions/{ld} DELETE

Table 21. VNF Indicator APl TCs
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9.3 SOL003 - VNFM

9.3.1  Test Configuration
The test configuration as described below was defined to test the interfaces exposed by a VNFM towards the NFVO

such as VNF Fault Management API, VNF Indicator API, VNF Liféeydanagement API, and VNF Performance
Management API. The test system is acting as the NFVO.

SUT_1_API_VNFM_OR

TEST ENV
TEST SYSTEM
NEVO Pp<o VNFM NFVO
Notification
endpoint

Figure 20: Test configuration SUT_1_API_VNFM_OR

9.3.2 Test Cases

9.3.2.1 VNF Lifecycle Management API (Or-Vnfm)
TD ID Operation Resource Method
TD_API_1 Create VNF ldentifier /vnf_instances POST
TD_API_2 Query all VNF Identifiers /vnf_instances GET
TD_API_3 Query VNF /vnf_instances/{ld} GET
TD_API 4 Terminate VNF /vnf_instances/{ld}/terminate POST
TD_API 5 Patch VNF Identifier /vnf_instances/{ld} PATCH
TD_API_6 Delete VNF Identifier Ivnf_instances/{ld} DELETE
TD_APL_7 Instantiate VNF /vnf_instances/{ld}/instantiate GET
TD_API_8 Get Operation Status /vnf_lcm_op_occs/{Id} POST
TD_API_9 Subscribe /subscriptions POST
TD_API_10 |Query all subscriptions /subscriptions GET
TD_API_11 |Query single subscription /subscriptions/{ld} GET
TD_API_12 |Terminate Subscription /subscriptions/{ld} DELETE
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TD_API_30 |Scale Ivnf_instances/{Id}/scale POST

TD_API_31 |Scale to level /vnf_instances/{ld}/scale_to_leve|POST

Table 22. VNF Lifecycle Management TCs

9.4 SOL003 - NFVO

9.4.1  Test Configuration

The test configuration as described below was defined to test the interfaces exposed by NFVOs towards the VNFM
such as Virtualised Resources Quota Available Notification API, \iffeycle Operation Granting APl and VNF
Package Management. The test system is acting as the VNFM.

SUT_1_API_NFVO

TEST ENV TEST SYSTEM
NFVO d  VNEM
Notification
endpoint

Figure 21: Test configuration SUT_1 API_NFVO

94.2 Test Cases

9421 VNF Package Management API (Or-Vnfm)
TD ID Operation Resource Method
TD_API 14 |Query On-ooarded VNF Package Information vnf_packages GET
TD_API_15 |Fetch On-boarded VNF Package Ivnf_packages/{ld}/package_content | GET
TD_API_16 |Fetch On-boarded VNF Package Artifacts Ivnf_packages/{ld}/artifacts/{Path} GET
TD_API_17 i?;‘oer%:t?é rnezgg‘i\gliggé?)oarded VNF package Ivnf_packages/{Id} GET
TD_API_18 |Reading the VNFD of an on-boarded VNF package |/vnf_packages/{ld}/vnfd GET

Table 23. VNF Package Management AP| TCs
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9.4.2.2 VNF Lifecycle Operation Granting APl (Or-Vnfm)
TD ID Operation Resource Method
TD_API_19 |Grant request with synchronous response /grants POST
Table 24. VNF Lifecycle Operation Granting APl TCs
9.5 SOLOO05 - NFVO
9.5.1  Test Configuration

The test configuration as describeelow was defined to test the interfaces exposed by NFVOs towards the OSS such
as the NSD Management API. The test system is acting as the OSS.

SUT_1_API_NFVO_OS

TEST ENV TEST SYSTEM
NFVO 0SS/BSS
Notification
endpoint

Figure 22 Test configuration SUT_1_API_NFVO

9.5.2 Test Cases

9521 NSD Management API (Os-ma-nfvo)
TD ID Operation Resource Method
TD_API_32 |Query NSD descriptors Ins_descriptors GET
TD_API_33 |Create NSD descriptor Ins_descriptors POST
TD_API_34 |Read NSD descriptor Ins_descriptors/{ld} GET
TD_API_35 |Update NSD descriptor Ins_descriptors/{ld} POST
TD_API_36 |Upload NSD content Ins_descriptors/{{ld}}/nsd_content| PUT
TD_API_37 |Get NSD content Ins_descriptors/{{ld}}/nsd_content| GET
TD_API_38 |Delete NSD Ins_descriptors/{ld} DELETE
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10 Results

10.1 Overall Results

During the Plugtests, a total 4006 Test Sessions were rudi7 different combinations of the Functions Under Test
(FUTs)in scope: VNFs, MANOs and VIM&NFVI were tested for interoperability 8rfelUTs participated to th&PlI
track on a number of different configtims addressing different featurasd APIs

The following sections provide an overview of the reported results: overall, per test group, pert tests case. To facilitate
the analysis, results are presented as follows:

Result |Meaning

OK Test Case run. teroperability (or API test) successfully achieved.
Test Case run. Interoperability (or API test) not achieved.
NA Not Applicable: Feature not supported by one or more Functions Under Test

Run Total number of Test Cases Run = OK + NO
Total Total nunber of Test Cases = OK + NO + NA = Run + Not Run

Table 26: Results Interpretation

Note thathetests cases for which no result was reportedwihen thetest session run out of timajenot taken into
account in the Total Rellts

The two tables belowrovides the overall results (aggregated data) for all the test cases run during the interoperability
and API Track Test Sessions, from all participating companies:

Number of Interoperability (TCs Run) | TCdNot Run TCsTotals
Overall| Test Sessiond
Results OK NO NA Run Total
97 736 636 831 1.467
Table 27a IOP Overall Results
Number of API Validation(TCs Run) |[TCsNot Run TCsTotals
Overall :
Test Session
Results OK NO NA Run Total
9 58 28 83 111

Table 27b: API Track Overall Results

During each Test Session, depending on the targeted configuration and features to be tested, a different number of test
cases were offered to the involved participants.

Overall, thetest plasincluded 226 test cases, organised in different groups astsebsm chapter 8 (for
interoperability) and chapter 9 (for API Track). Through thé Tést Sessions run, a total of 1578 Test Results were
reported. This figure includes both the executed andexecuted test caseélverall, a total o0B14individual st cases

were run and results reported for them.
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Interoperability % TOTAL %

NO
11,4%

Figure 23. IOP Overall results 3¢ NFV Plugtests (%)

Figure 24. API Track Overall results 3 NFV Plugtests (%)

The next clauses present more detailed results per test group and test casiésalbow tw identify the areas and
features with higher execution and interoperability rates.

10.2  Results per Group

10.2.1 Mandatory Sessions

10.2.1.1 Multi-Vendor NS

The tableand figurebelow providean overview of theesultsper Multi-VendorNS growp. Overall, ® Multi-Vendor
NS test sessions were run.

Interoperability Exglcotfted Totals Totals
OK NO NA Run |Results
MV_ONBOARD 113 123
MV_INSTANTIATE 63 63

MV_SCALE_NS_MANUAL 26 110 | 23,64%

MV_SCALE_NS_VNF_IND 11 48 | 22,92%

MV_SCALE_NS_VIM_KPI 2 6 |33,33%
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