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Executive summary

The1stNFV Plugtestavas organised by ETSI Centre for Testing and Interoperability, and hosEdJNIC
Laboratoryin Leganes, near Madrid, Spafrpm 23Januaryto 03 February 2017.

A pre-testing and remote integration phase was laeddén November 2016. 29 remote labs were connected to the
ETSI Plugtests network to verify interconnectamd compatibility amonthedifferent Virtualized Network Functions
(VNFs), Management and Orchestration (MANO) solutions and NFV platforms patiigjpn the Plugtests.

During the tweweek intense testing phaae5TONIC, multivendor interoperability test sessgmere runfocusng on
validating ETSI NFV Release 2 etiotend capabilities including management of descriptors and software images, as
well as life cycle management of network services and virtual network functions.

The test plan developmentwas i v e n  ICentrefoil T84tirey and Interoperability, building on the methodology
defined by the ETSI NFV testing working group.

During thePlugtests35 commercial and open source implementatipagicipatedn 160interoperabilitytest sessions
in which the System under Test was made of different combinationsvirtd&l network functions9 management and
orchestration solutizs and 1 NFV platforms. OveB1 organisations antBb0 engineersvereinvolved in the
prepaation ofthis two week event, forming an engaged and diveesecommunityof NFV implementers

Key NFV Open Source projectike ETSI OSM, pen Baton, OPEND and OPNFV wex also present at the Plugtests
and participatedh the test sessionghis first ETSI NFV Plugtestaasa unique opportunity to stimulate synergy and
alignment across the NFV ecosystem.

The overallresults of this first NFV Plugtests show high rates sf éxecution and interoperability for features like
Network Service ofboarding, instantiation and termination and very encouraging initial results for complex operations
like scaling and Network Service updates. The test plan, overall results and leasoinduring the Plugtests are fed

back to ETSI NFV Industry Specification Group

ETSI Plugtests
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1 Introduction

This Plugtestsaaimed at verifyingearlyinteroperability between differeimnplementations of the main components of
the NFV Architectural Framework, whidéhcluded:

1  Virtual Network Functions (VNF)

1 Management and Orchestration (MANO) solutions, providingimiegrated NFV Orchestrator (NFVO) and
VNF Manager (VNFM) functionality

1  NFV Platforms providing printegrated NFV infrastructure (NFVI) and Virtual testructure Manager
(VIM) functionality

Test and support VNFs were used to build the reference Network Services (NS) required to validate the proper
behaviour of the Systems Under Test.

Most of the NFV Platforms were connected remotely to the PlugtestemketAll the MANO solutions were deployed
and run remotely from participantds | abs. The VNF and
repository, and uploaded to the different NFV platforms during thégsteng phase.

Some test and supfdfNFs were deployed locally in the 5TONIC laboratdocated in the IMDEA Networks
facilities.

All the information required to organise and manage thdAV Plugtests was compiled and shared with participants in
a dedicated private WIKI put in place By SI. Participants were provided with credentials that allowed them to access
and update their details. All the information presented in this document has been extracted ffoNFMdé Ligtests

wiki: https://wiki.plugtests.net/1$FV-Plugtestglogin required).

ETSI Plugtests
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2 References

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specificeferences, onlthe cited vesion applies. For neapecific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi.org/Reference

NOTE: While any hyperlinks included in this clause were valid at the time of publication ETSI cannot guarantee
their long term validity.

[NFV002 ETSI GS NFV 002"Network Functions Virtualigion (NFV); Architectural Framework".

[NFV003 ETSI GS NFV 003"Network Functions Virtualisation (NFV); Terminology for main concepts in
NFV".

[IFAOOQ5] ETSI GS NFVIFA 005: "Network Functions Virtualisation (NFV); Management and

Orchestration; OWi reference point Interface and Information Model Specification”.

[IFAOOQ6] ETSI GS NFVIFA 006 "Network Functions Virtualisation (NFV); Management and
Orchestration; \VMVnfm reference point Interface and Information Model Specification".

[IFA0Q7] ETSI GS NFVIFA 007: "Network Functions Virtualisation (NFV); Management and
Orchestration; OWMnfm reference point Interface and Information Model Specification".

[IFAOQS] ETSI GS NFVIFA 008 "Network Functions Virtualisation (NFV); Management and
OrchestrationVe-Vnfm reference poirt Interface and Information Model Specification”.

[IFAO0LQ] ETSI GS NFVIFA 010: "Network Functions Virtualisation (NFV); Management and
Orchestration; Functional requirements specification”.

[IFA013] ETSI GS NFVIFA 013 "Network Functions Virtualisation (NFV); Management and
Orchestration; O#/1a-Nfvo reference point Interface and Information Model Specification".

[TSTO0Z ETSI GS NFVTST 002:iNetwork Functions Virtualisation (NFV); Testing Methodology; Report
on NFV Interoperaitity Testing Methodologg

[SWAO001] ETSI GS NFVS WA 0 Oetwork RuNctions Virtualisatio(NFV); Virtual Network Functions
Architecture

[AINFVPLU-TP] 1tETSI NFV Plugtests Test Plan
https://portal.etsi.org/Portals/0/TBpages/CTI/Docs/1st ETSI_NFV_Plugtests Test Plan_v1.0.0.pdf
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3 Abbreviations

For the purposes of the present document, the terms and definjti@n in[NFV003 and[TST002] apply

ETSI Plugtests



9 ETSI Plugtests Report V1.0.0 (2017-03)

4 Technical and Project Management

4.1 Scope

The main goal of the first NFV Plugtests was the validation of ETSI NFV Releaset@-end capabilities including
management of descriptors and software images, agsviie cycle management of network services, virtual network
functions as well as virtual resources.

The Systems Under Te@UTs)were composed afombinations oseveral Functions Under Te§UT), each of them
provided by different participants.

MANO

VNFs

]

NFVI&VIM

Figure 1. System Under Test
In the scope of this Plugtests, the Systems Under Test (@cltijled the following Functions Under Test (FUTS):

1  One NFV Platformproviding preintegrated NFV infrastructure (NFVI) and Virtual Infrastructure Manager
(VIM) functionality

1  One Management and Orchestration (MANO) solution, providingmegrated NFV Orchestrator (NFVO)
and VNF Manager (VNFM) functionality

1  One or Several Virtual Network Functions (VNF)

Due to the early stages of the NFV standacdsformance to NFVnterfaces specifications was not enforced during
t hi s Aear | yneroperahilgytaraond tise difenedt Functions Undertvess achieved through the exposure
of open APIs or plugins and a phase of remote integration.

4.2 Timeline

The E'NFV Plugests preparatiowasrun through different phases as described in the figure below.

JUL | AUG | SEP oCT Nov | DEC | JAN | FEB
Registration Documentation Remote int. & preesting |Plugtess| Report

Figure 2. Plugtests timeline

ETSI Plugtests
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Registration to Plugtests was opemfrduly to September 2016 any organisatiowilling to participate witha
Function Under Test or Test Functi@ue to space limitations in the hosting laboratorysite participationwas
limited to 64 peopleat a time Participating companies were regted to restrict eaite participation to a maximum of
2 people per implementatiat a time Additional remote participation.é. back office support) was possible and
supportedwith electronic toolsseeclause4.3. A total of 160 people were involved the Plugtests either locally or
remotely.

The following clauses describe the different phases of the Plugtests prepdr&iamorth noting that since the start of
the documentation phase until the 2 weeks of face to face Plugtests, weektalt®nére run among organisers and
participants to discuss and track the progress, anticipate and solve technical issues, review the test plan, etc..

4.2.1 Documentation
Once registration to the Plugtestas closedthe following documentatioactivities werdaunched in parallel:
1) FUT Documentation

Participants documeattheir FUTSs, by filling in a form compiling the Interoperability Features State((hesg) and
TechnicalQuestions (TQEoncerningheirimplementationsThe final IFS Emplates for each typd BUT was
appended to thBlugtestsTest Plan,

Participants providing VNFesomplemented their documentatisith diagrams and resources requirements. Some
example VNFs and NSs were made available by the Plugtests organisers to facilitate the documiepdatioipating
VNFs. See VNF and NS documentation examplegnnexA.

Participants providing MANO solutiordeveloped and made availallescriptorsampledor the VNF and NS
examples andupportedhe VNF providers in the creation of thedswn VNF andNS Descriptors.

Participants providing NFV Platforntseatel and documentetg@nans and credentials for each paipating MANO
solution, and exposed addcumengdther North Bound Interface (NBIpf their VIM.

All the informationdescribed aboveias mae available ih the Plugtests WIKI, so thatdbuld be easily maintained and
consumed by participants.

2) Test Plan Bvelopment

The Test Plan developments led by ETSI Centre for Testing and Interoperakitithpwing the methodology defed
by ETSI NFV TSTWG in TST002 The Test Plan was scoped aroltSI NFV Release 2 capabilities and
concentrated on the features supported by the implementations attending the Plthigesipported features were
compiled thanks to the IFS filled in by participants.

TheTest Plan was developed and consolidateghiiterative way, taking into account input and feedback received
from ETSI NFV TST WG, supporting Open Source Projects and Plugtests partichemdetails iclause 8

4.2.2 Remote integration & pre-testing

Starting in November 2016, participants conrddtieir implementations remotely to the Plugtéstsastructure
known as HIVE: Hub for Interoperability and Validation at ETSI.

During this phase, up to 29 remote labs connected to Hhteach of themvas allocatedh dedicated network.he
interconnection ofemote labsllowedrunningintegration and préesting tasks remotglamong any combination of
participating FUTsin order to ensure an efficient use of the face to face Plugtests time and srimietbperability
Test Sessions.

A VPN connection to HIVE was mandatory for participants providing NFV Platforms and MANO Solutions, and
highly recommended for participants providing VNFs, for trouble shooting and infrastructure access purposes.

Additional details on th@emote test infrastructureemote integration and ptesting procedures are provided in
Clauses 6 and 7.

During this phase, weekly cowhlls were run among organisers and participants to synchronise, track progress and get
ready for theon-site phase.

ETSI Plugtests



11 ETSI Plugtests Report V1.0.0 (2017-03)

4.2.3 Plugtests

From 239 of January to the'8of February, participants sent representatives to the host Lab to collabonativesig
Interoperability Test Sessions.

These 2 weeks esite were organised as follows:

15T NFV PLUGTESTS Agenda (23 JAN - 03 FEB 2017)
Time Monday 23 Tuesday 24 | Wednesday 25 | Thursday 26 Friday 27 Saturday 28 Sunday 29 Monday 30 Tuesday 31 Wednesday 1 Thursday 2 Friday 3
08:30 10:00 “ﬁ:‘:‘?\dmjp& 'WARM UP 'WARM UP 'WARM UP WARM UP WARM UP WARM UP WARM UP
LOCAL SW/HW | LOCAL SW/HW
INSTALLATION | INSTALLATION
10:00 13:00 OFEEUEILIE | SETEEILES TEST SESSIONS | TEST SESSIONS | TEST SESSIONS TEST SESSIONS | TEST SESSIONS | TEST SESSIONS | TEST SESSIONS | TEST SESSIONS
13:00 14:30 | LUNCH BREAK | LUNCH BREAK | LUNCH BREAK | LUNCH BREAK | LUNCH BREAK LUNCH BREAK | LUNCH BREAK | LUNCH BREAK | LUNCH BREAK | LUNCH BREAK
LOCAL SW/HW
14:3017:30 | 1 ocAL SW/HW INSTALLATION | TEST SESSIONS | TEST SESSIONS | TEST SESSIONS TEST SESSIONS | TEST SESSIONS | TEST SESSIONS | TEST SESSIONS
INSTALLATION | & PRE-TESTING TEAR DOWN
& PRE-TESTING
17:30 18:30 BRIEFING WRAP UP WRAP UP WRAP UP WRAP UP WRAP UP WRAP UP WRAP UP

Figure 3. Plugtestson-site HL schedule

The 2 first days were dedicated to local installation anegstng continuation, this timesoincluding local
implementations. A number of FUTs were installed and connected locally to the HIVE infrastructure, as well as some
test and support functions.

The following7 1/2days were dedicated to-Gite interoperability test sessions involving all the participating FUTs
organised in several parallel tracks, see detaiianse4.3.2

4.3 Tools

4.3.1 Plugtests Wiki

The Plugtests Wi was the main entry point for all the information concerning the NFV Plugtests, from logistics
aspects to testing procedures. Access to the WIKI was restricted to participating companies.

Themain technicainformationprovided in the wikiwas organiseds follows:

9 Event Information i Logistics aspects of the Plugtests

1 Network Information - HIVE connection request tool, and remote connections statrsiew

1 Functions Under Test- Participating=UTs overview, IFS/TQ forms, IFS/TQ responses overview, FUT desicat
pages.

1 Pre-Testing - Remote integration and ptesting progress tracking matrix, remote integration andgsting
procedures

T VNF & NS Examples- Diagram and Requirements documentation examples for sample VNFs / Ngo{etd
middle point..)

1 Testing Information - Access to the Test Plan, including Test Suite Structure, SUT Configurations and Test
Descriptions

1 Schedule& Reporting - Daily schedule for the egite phase, access and documentation of the Test Reporting
Tool

1 Conf-Calls - Calendar, logistics, agendas and minutes of the weekly-calté run during the remote integration
and pretesting phase.

1 Wrap-up Sessions Agenda and minutes of the daily wrap up meetings run during tisée@phase.

In addition, an embedded IRC allowgdrticipants to communicate during the-esting phase and Test Sessions, and
include their remote colleagues (baaffice support) in the discussions.

ETSI Plugtests
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4.3.2 Test Session Scheduler

The Test Session Scheduler allowed the Plugtests organisers to paaidiigeschedule during the esite phase. This
tool hasthe following objectives:

1 maximise the number of test sessions

1 balance the amount of test sessions among participants

1 take into account supported features of the participating FUTs

1 minimise the numbenf participants not involved in a test session anytime.

The picture below shows a partial view a daily schedwehEyellow box corresponds to a specific Test Session
includingl VNF, 1 MANO solution and 1 VIM&NFVI. For each of these sessions a Tesb8&dRsport was recorded
(see next clause). An average of 22 Test Sessions were run every day during the Plugtests.

Js— v soase)

e — -
M Comriva- o || St Coaline

_xTvaswisy v sy sevamisy

S s—
Opes 2057

Figure 4. Daily Schedule example

4.3.3  Test Reporting Tool

The TesReportingTool guidesparticipants through the Test Plan during thesite Test Sessions, and allowsem to
create Test Session Reports compiling detailed results for the scheduled Test Sesssorallows repoing on Test
Sessions organised on the fly among participantstaplete ocomplement the planned testiffgeestyle sessions)

Only the companies providing the FUTs &ach specific Test Session hageess to the Test Session Reports contents
and specific results. All the companies providing the FUTs for a Test Session, i.e VNF provider, MANO provider and
NFV Platform providerrerequired to verify and approve the reported resilthe end of the session

Another interesting feature of this tool is the ability to generatetireal stats (aggregated data) of the reported results,
per test case, test grqupst gssion or overall results. These stats are available to all participants and organisers and
allow trackingthe progress of the testing with different levels of granulanityichis extremely useful to analyse the
results.

ETSI Plugtests
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TRT2 X +

€ Jor https://trt plugtests.net/reports ¢
s )G S d B h
| - ETSITL S F

PLUGTESTS & & ETSI Test Reporting Tool W\

INTEROP EVENTS ‘n}:‘ World Class Standards
| Settines || Reports || Statistics || Session Plan | Silvia Almagia (Manager)| Event ti (Europe\ ¥ || NFV#1 ~ || logout | il
\:-\_l;{fiee_nﬁr! | Escport all reports: & —
|id % status < date % durati % area + config s ici] d
2038 2017-01-25 14:30 180 Track 1 NFV ADVA - Ensemble By =9

RedHat - Lenovo - NFVI=VIM
Anritsu - MasterClaw vProbe

2039 W 2017-01-25 10:00 180 Track 2 NFV Ericsson - Cloud Manager Bu=19
Windriver - Titanium
Italtel - NM-S CI

2041 % 2017-01-25 10:00 180 New Area NFV OSM - OSM Rel ONE =19 l
Windriver - Lenovo - NFVI+VIM
Keynetic - FlowNAC

2042 o Freastyle NFV Riftio - Rift. ware =9
OPNFV - Ericsson - NFVI+VIM
Spirent - CloudStress

2045 W 2017-01-25 10:00 180 New Area NFV Fraunhofer FOKUS - OpenBaton By=49
OPNFV - Intel - NFVI+VIM
Netrounds - vTA

2046 W 2017-01-25 10:00 180 Track 5 NFV OSM - OSM Rel ONE D=9

Windriver - Lenovo - NFVI+VIM
Anrits - MasterClaw vProbe
2047 b Freestyle NFV Cisco - NFVO =P
RedHat - Lenovo - NFVI+VIM
Openet - vPCRF
248 wh 2017-01-25 14:30 180 New Area NFV OSM - OSM Rel ONE Bu==»
Windriver - Lenovo - NFVI+VIM
Netrounds - vTA
2049 W 2017-01-25 14:30 180 Track 5 NFV OSM - OSM Rel ONE Ayu=12
Windriver - Lenovo - NFVI+VIM
EANTC - NFV Test Automation Tool
2051 2017-01-25 14:30 180 Track 7 NFV Riftio - Rift ware o= P
i OPNFV - Ericsson - NFVI+VIM
Italtel - NM-S CI
2052 W 2017-01-25 10:00 180 New Area NFV Ericsson - Cloud Manager Be=9
| Windriver - Titanium
Sonus - SBC - EMS
2053 Freestyle NFV Cisco - NFVO D=9
RedHat - Lenovo - NFVI-VIM
F5-vADC
2054 2017-01-25 14:30 180 Track 2 NFV Ericason - Cloud Manager Ru=P
Windriver - Titanium
Openet - vPCRF
2056 Fraestyle NFV Cisco - NFVO By =19
RedHat - Lenovo - NFVI-VIM
Spirent - CloudStress
2057 W Freestyle NFV Cisco - NFVO By=9
| RedHat - Lenovo - NFVI-VIM
Keynetic - FlowNAC
2058 W% 2017-01-25 14:30 180 NewArea  NFV ADVA - Ensemble =P
RedHat - Lenovo - NFVI-VIM
Sonus - SBC - EMS
2059 2017-01-25 10:00 180 Track 1 NFV ADVA - Ensemble BE=-9
RedHat - Lenovo - NFVI-VIM &

Figure 5. Test Reporthg Tool
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5 Functions Under Test

The tables below summarise ttifferent Functions Under Test provided by the Plugteatticiparts, and the location

from where they were connecting to the remote test infrastructure and/or providing remote support

5.1 VNFs
Organisation Solution Location Type
A10 Networks vThunder USA/Germany ADC, Firewall. CGN
Anritsu MasterClaw vProbe Denmark Service Assurance/Probe
EANTC NFV TA Germany Tester
F5 VADC Spain Load Balancer
Fortinet Fortgate France Firewall
Italtel NM-S ClI Italy IMS
Keynetic FlowNAC Spain Firewall
Mahindra Comviva [NGage India Enterprise Messaging
Netrounds VTA Sweden Tester
Openet Policy Manager Ireland PCRF
Palo Alto Networks |Virtual Firewall USA Firewall
Radware Alteon Israel Probe/Load Balancer
Sandvine PTS Canada Deep Packet Inspection
Sonus SBC SWe France/USA Session Border Controller
Spirent CloudStress, STC Virtual |USA Tester
Table 1. VNFs Under Test
5.2 MANOSs
Organisations Solution Location Type
ADVA Ensemble Orchestrator |NC, USA Commercial
Cisco NFVO Sweden Commercial
Ericsson Cloud Manager New Jersey, USA  |Commercial

Fraunhofer FOKUS |Open Baton Germany Open Source
HPE NFV Director France/Spain Commercial
Huawei Open-0O Santa Clara, USA Open Source
Openet Weaver Dublin Commercial
RIFT.io RIFT.ware USA Commercial
RIFT.io

Canonical OSM France Open Source
Telefonica

ETSI Plugtests
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Table 2. MANOs Under Test

5.3 VIM&NFVI
Organisations [Solution Location Type
Adva Ensemble VIM NC, USA OpensStack Kilo/Mitaka

. . . . OpenStack Newton
Canonical Canonical OpenStack Madrid, Spain 5TONIC POD
Canonical . OpenStack Newton
Lenovo Canonical OpenStack NC, USA Lenovo OCP ®P@L6POD
Intel OPNFV Colorado Portland, USA OpenStack Mitaka
Ericsson OPNFV Colorado Sweden OpenStack Mitaka + ODL

. . OpenVIM + Floodlight/ODL
Telefonica OpenVIM (OSM) Spain OSM Remote Lab
Red Hat OpenStack Mitaka
Lenovo Red Hat Openstack Platform 9 |NC, USA Lenovo OCP ©P@L6POD
VMware vCloud NFV Canada vCloud + NSX
Wind River Titanium Cloud Santa Clara, USA OpenStack Mitaka w/Regions + OF1.3

OSM Remote Lab
Wind River N OpenStack Mitaka + OF1.3
Lenovo Titanium Cloud NC, USA Lenovo OCP O6O0OP@LO
Wind River Titanium Cloud Portland, USA OpensStack Mitaka + OF1.3
Intel Intel POD
Table 3. VIM&NFVIs Under Test

54 Test Tools

In addition of the Functions Und&est, some participants made their Test Functions and Tools available to support the

Test Sessions. Use of these tools was optional.

Organisation

Tool Description

EANTC Test Automation Tool

Ixia Traffic Generator, Protocol Emulator, Performance Test Tool

Netrounds Test and Measurement Tool

Spirent Traffic Generator, Analyser, Capture, Protocol Emulator, Performance Test Tool.

Synthetic VNF Workload Generator for CPU, Memory, Storage and Network

Table 4. Test Tools

ETSI Plugtests
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6 Test Infrastructure

6.1 Remote Test Infrastructure

The remote integration and piesting phase was enabled by the following setup:

; Plugtests
|‘ !!!!! '| / \ Remote sites
\ = | EEEEE.|
( = |
\ \ |
‘. Remote Patform 5 ~ \
) 2 Remote Patforn &  / OSM Remote

TEEE pemomMANO 1 7 Labs

VNF Prov. 4

|

=

Local VNF Repo

Local Platforms

Figure 6. Remote Test Infrastructure

The remote test infrastructure | everaged ETSI &6s HI VE (
Remote Labs network as follows:

The OSM Renote Labs networkncludes several of OSM instances running locally at ETSI and conrtectedh
HIVE to a number of Remote Labs provided by the OSM community where different combinations of VIMs and NFVIs
are runing.

This permanent HIVE setup was connectedrtadditional instance of HIVE, HIVENomad which was deployed
temporary at the 5TONIC Lab ahead of the remote integration artdgineg phase.

Coupled to the HIVEhomad, aNetwork Attached StoragdAS) was used as a central VNF reposittmstoreall
participating VNF and NS Packages, descriptors, Software Images, etc..

Once HIVEnomadwasdeployeda number of VPN tunnels were cretheed to
FUTs were raning (MANOs and NFV Platforms). VNF providers also leveraged these VPN connection te HIVE
nomad to access the NAS and / or remote platforms for debugging purposes.

A total of 29 Remote Labs connected to the setup described above, either as a permarnRatofdvbb or as a
Plugtests participantds Lab.

ETSI Plugtests
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6.2 Local Test Infrastructure

Once the remote integration and {pesting phaseompletedthe Remote Test Infrastructure was extended to support
local activities at the hosting lab, as follows:

A\ - = s o

RemoteLlab 3

/ \ f \

{ \[ ,‘J‘/ \

EEEEE " “

‘ = ' '

) |EEEEEw)

\ / ". /
" Remote Platform 5/ \ /

Plugtests e
Remote sites

\_ RemotePattormé OSM Remote
Remote MANO 1 . _ iz Labs

5TONIC ETSIT___
- © G

Plugtests participants

Figure 7. Local & Remote Test Infrastructure

A local network was deployed at 5TONIC to allow participants to access the remote labs, the local NAS and some local
instances of Hardware or Software that were deployed locally to support the testing. Two additional NFwidlatfor
(NFVI&VIM) were deployed locally in the 5TONIC lab and connected to the remote test infrastructure through HIVE.

In addition, 5TONIC provided a number of serverdiostsome test and support functichsat wererequired by some
VNFs or Network Serviceim orderto successfully run the test plan.
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7 Test Procedures

7.1 Remote Integration & Pre-testing Procedure

During the remote integration and gesting phase the following procedures were foldWy the participation
FunctionsUnder TestOncethe FUT documentation and HIVE connection had been successtuitpleted the
following pretesting activities were run:

1) MANO & VIM/NFVI:
a. Check connectivity and access rights
b. On-board and instantiate a reference VNF
c. Terminate reference VNF
2) VNF & MANO
a. DevelopVNF and NS Descriptors
b. Upload Descriptors to the NA@entral repository)
c. Onboard Descriptorso MANO
d. Instantiate NS/VNF on a reference VIM&NFVI
e. Terminate NFS/VNF
3)VNF & VIM
a. Upload SW images to the NASentral repository)
b. Onboard SW images in the VIM
c. ManuallyinstantiateVNF
d. Terminate VNF

The progress of these procedures for the different combinations of FUTs (VNFs, MANOs, VIM&NFVIs) was captured
in a 3 dimensional tracking matrix, and reviewed during the weekly calls. The tracking matrix was sithiaone
shown below.
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VNF to MANO

Ref NFVI&VIM

VNF to MANO | MANO to VIMNFW]  WNF to VIMNFEVI

Figure 8. Pre-testing tracking matrix

The progress on each of the dimensions of the remote integration atedtprg activities (VNF to MANO, MANO to
VIM&NFVI and VNF to VIM& NFVI) was tracked following the colour code descriliszlow:

Pre-testing Matrix Colour Code

Not Started / Not Reported

Not Applicable

Pending

Started

Completed

Table 5. Pre-testing matrix colour code

7.2 Interoperability Testing Procedure

During the onsite part of the Plugtests, a daily Test 8¥sSchedule was produced with the Plugtests Test Session
Scheduler. Test Sessions were organised in several parallel tracks, ensuring that all participants had at least one Test
Session scheduled any time.

Each day10 different combinations of MANO andIM&NFVI were scheduled, with up to 4 VNFs to be tested
each of thenaluring the day:
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TWed 1 -08:30
/\ 90 WARMLUP

10:30 V (1801180) NFV (180/180) NFV (180/180) NFV (180/180) NFV (180/180)
HP Enterprise - NFV Director HP Enterprize - NFV D OSM - OSM Rel ONE OSM - OSM Rel ONE OSM - OSM Rel ONE
Windriver - Intel - VIM-NFV]  Windriver - Intel - VIMENFV VMWare - VCloud Windriver - Lenovo - NFVI+V ~ Windriver - Lenovo - NFVI+V
12:30 Fortinet - Fortizate Mzhmdra Comviva - NGage Keynetic - FlowNAC Spirent - CloudStrass AMzhindra Comviva - NGage
90 LUNCH
14:30
NFV (1801180) NFV (180/180) ...NFV (180/180) NFV (180/180) NFV (180/180)
!\ HP Enterprise - NFV Director HP Enterpnse - NFV Director, OSM - OSM Rel ONE OSM - OSMRel ONE OSM - OSM Rel ONE
16:30 Windriver - Intel - VIM-NFV]  Windriver - Intel - VIM+) VMWare - VCloud Canonical - Lenovo -NFVI+V ~ Windriver - Titanium
Radware - Alteon Spirent - CloudStress Radware - Alteon Anritsu - MasterClaw vProbe Netrounds - vTA
N V4 60 WRAP-UP

18:30

Figure 9. Daily Schedule & Test Sessions

The day startedith a 1 hour and a halvarm-Up Sessiorduring whichrepresentatives of the different FUTs (MANO,
NFVI&VIM and VNFs) that were scheduled together for the day went through a number of sanity checks in order to
make sure the Test Sessions could be run smoothly. Thesksncluded:

1) Verifying that the VNF Packages and NS Descriptors had been uploaded to the NAS.
2) Verifying that MANO had access to VNF and NS Descriptors in the NAS

3) Verifying MANO to VIM connectivity and accessibiliticredentials, tenants, etc..)

4) Verifying thatVNF Images had been uploaded to the VIM

During the Plugtests, additional verification taskere added to the list, like verifying that the NFVI and VIM started
from a clean state: i.e. VMs and processes from previous sessions-iind t#§ting had been properly stopped,
removed and related resourcekeased

After the Warmup session a 3 loio test session was run for on each MANO and VIM&NFVI for 1 or 2 VNFs each. An
individual Test Session Report was recorded for each tested VNF.

After the morning Test Sessions and the lunch break, angghiesof 3 hour Test Sessions were run in therafbon.
During each test session, for each tested VNF the Interoperability testing procedure was as follows:

1) VNF provider opened the Test Session Reporttaedest Plan.
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Configuration NFWV
Date 2017-01-30 14:30
Duration 180 min
Reportld 2127
MANO: W
Peers NFVI+VIM: £ ]
VNF: L
Test groups: Test ID
NFV
Setup & Instantiztion
Scale
TD_NFV_NS_LCM_SCALE_IN_VNF_001
Seale VNF 4
Update
Terminate & Taardown

TD_NFV_NS_LCAL SCALE_IN_VNF_002

TD_NFV_NS_LCM_SCALE_OUT_VMF_002 To verify that a VNF in a NS can be succassfully sealed ot QK

Summary Result

TD_NFV_NS_LCM_SCALE, OUT_VNF_001 To verify that 2 VNF in a NS can be succassfully sealed out [ 0 24

{by adding VNFC instances (VM) when tiggered by 2
WAND oparator
Te venfy that a VMNF m a N5 ean be suceasafully sealed in (by -1.10 HA
removing VNFC instances (WVhs)) when tnggered by 2
WAND oparator

.:g_J:.

{by addmz VNFV metances (Vz)) when triszersd
automatically in MANO by 2 VNF Indieator

To venify that a VMF i a NS can be succassfully scaled in (by QK MO -
adding VNFC mstances (Whz)) when tnzsered automatically
n MANO by a VNF Indicator

xo [l
@

@

TD _NFV_MNS_LCM_SCALE QUT_WVNF_003 To venfy that 2 VINF m a5 can be successfully scaled out  QF ‘qo-

TD_NFV_NS_LCM_SCALE_IN_VNF_003

(by adding VINFC instances (Vhs)) when trizgered
antomatically in MANO by 2 VIM KPI

To venfy that a VNF in a NS can be successfully scaled m (by QR ‘qo-
adding VNFC instances (W) when trizsered automatically
in MANO by a VIM EPT

®

®

TD_NFV_MS_LCAM_SCALE_OUT_WVNF_004 To venfy that a VINF in a N8 can be successfully scaled out QK ‘Jo-

TD_NFV_NS_LCM_SCALE_IN_VNF_004

(by addmz VINFC instances (VMs)) when trigzered m MANO
by 2 VNF/EM requast
To venfy that a VMF m a M3 can be succassfully scaled n (by  QE ".]'0-
removing VIVFC instances (Vs)) when triggered n MANO
by 2 VNF/EM requast

Figure 10. Test Session Report

2)For each Test in the Test Plan:

a. The correspondingest Description and SUT Configuration were followed.
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SUT_1_NS_1_MIDDLEPOINT_SCALE_VNF

Test VNFD

SW Image

r VNFD ( NSD Test Interfaces
VLD | |

SW Image

NFVI & VIM o

Figure 11. System Under Test (SUT) Configuration example.

Identifier

TO_NFV_NS_LCM_SCALE_QUT_VNF_001

Test Purpose

To verify that a VINF in a NS can be successfully scaled out (by adding VNFC
instances (VMs)) when triggered by a MANO operator

Configuration

SUT_1_MS_1_ENDPOINT_SCALE_VNF
SUT_1_MS_1_MIDDLEPOINT_SCALE_VNF

References

ETSI GS NFV-IFADDS V2.1.1 (clause 5.3.4)
ETSI GS NFVIFADDG V2.1.1 (clauses 7.3.1,7.4.1)
ETSI GS NFV-IFAD13 V2.1.1 (clause 7.3.4)
ETSI GS NFVIFAD10 V2.1.1 (clauses 6.2.3, 6.3.3)

Applicability

* MAMO can request VIM_MNFVI to allocate virtualised resources
*VIM_NFVI supports allocating virtualised resources

*MAMO supports triggering scale out with an operator's action
*MAMNO supports scale out by adding WYNFC instances (VMs)
*MNSNMF supports scale out by adding VNF instances (VMs)

Pre-test conditions

*MS is instantiated (TO_MFV_NS_LCM_INSTANTIATE_001)

Test Sequence | Step

Type Description Result

1

Stimulus | Trigger NS scale out (by adding VMFC instances (VMs)
to a VMF in the NS) in MANO with an operator action

2

IOP Check |Verify thatthe requested resources have been
allocated by the VIM according to the descriptors

I0OP Check |Verify that the additional VM(s) have been deployed (i.e
by querying the VIM)

I0P Check |Verify that the additional VM(s) are running and are
reachable through the management network

IOP Check |Verify that the additional VM(s) are connected to the
WL(s) according to the descriptors

IOP Check |Verify that NS has been scaled out by running the
end-to-end functional test

I0P Verdict

Figure 12 Test Description example
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b. VNF, MANO and VIM&NFVI providers jointly executed thdifferent steps specified in thest
descriptonand evaluated interoperability through the diffel@® Checksprescribedn the Test
Description

c. TheVNF provider recorded the Test Result in the Test Session Report, as follows:

i.OK: all IOP Checks were successful
ii. NOK: at least one IOP Check failed.cAmment was requested.

ii. NA: the feature was not supported by at least 1 of the involved FUTs. A comment was
requested.

3) Once all the testin the Test Session Repevereexecuted and results recorded, the VNF, MANO and
VIM&NFVI providers reviewed the Repband approved it.

ETSI Plugtests
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8 Test Plan Overview

8.1 Introduction

This 13t NFV Plugtests Test Plamas developed b TSI Centre for Testing and Interoperability following the
interoperability testing methodology defined by ETSI NFV in [TST002]

The Test Plan waviewed and discussed with participants during the Plugtests preparation-éestipgephase. The
Test Descriptions were organised in groups covering the NFV capabilities in scope, extracted from NFV Release 2.

The complete Test Pldras beesubmittedto ETSI NFV TST Workingsroup and can be found in tBS S| Portal, see
[ANFVPLU-TP] in Clause 2.

The following clauses summarise tb@test cases in scope foiighPlugtests, organised by Test Groups

8.2 Test Groups

8.2.1 Setup

This Group targetthe onboarding by MANO on the VIM&NFVI of the VNF Package(s) and Network Service
Descriptor allowing to validate proper behaviour of the VNF(s) Under Test.

Test Id Test Purpose

TD_NFV_SETUP_ONBOARD_VNF_PKG_001|To on-board a VNF Package

TD_NFV_SETUP_ONBOARD_NSD_001 To on-board a NSD

Table 6. Test Group: Setup

8.2.2 Network Service Life Cycle Management

8221 Instantiate

This Group targetthe instantiation by MANO on the VIM&NFVI of the previously on boarded Network Service
including the VNF(s) Under Test afletst VNF(s).

Test Id Test Purpose

TD_NFV_NS_LCM_INSTANTIATE_001 | To verify that an NS can be successfully instantiated

Table 7. Test Group: NS LCM- Instantiate

An exampleof System Under Test Configuratiamscope for this Group is providéetre afte:
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SUT_1_NS_1_MIDDLEPOINT

VLD

SW Image

NFVI & VIM

Figure 13 SUT Configuration example for a middle point VNF

8.2.2.2 Scale

This GrouptargetsScaling Out and In operations by adding VMBtancedo theNetwork ServiceAs detailed in the
following table, 4 different triggers were foreseen for thesaing operations: manual operation in MANO, VNF
Indicator, VIM KPI and explicit request from VNF/EM.

Test Id Test Purpose

To verify that a NS can be successfully scaled out (by adding VNF instances) if

TD_NFV_NS_LCM_SCALE_OUT_001 | ity 1 MANO operator

To verify that a NS can be successfully scaled in (by removing VNF instances) if

TD_NFV_NS_LCM_SCALE_IN_001 triggered by a MANO operator

To verify that a NS can be successfully scaled out (by adding VNF instances) if

TD_NFV_NS_LCM_SCALE_OUT_002 triggered automatically in MANO by a VNF Indicator

To verify that a NS can be successfully scaled in (by removing VNF instances) if

TD_NFV_NS_LCM_SCALE_IN_002 triggered automatically in MANO by a VNF Indicator

To verify that a NS can be successfully scaled out (by adding VNF instances) if

TD_NFV_NS_LCM_SCALE_OUT_003 triggered automatically in MANO by a VIM KPI

To verify that a NS can be successfully scaled in (by removing VNF instances) if

TD_NFV_NS_LCM_SCALE_IN_003 triggered automatically in MANO by a VIM KPI

To verify that a NS can be successfully scaled out (by adding VNF instances) if

TD_NFV_NS_LCM_SCALE_OUT_004 triggered in MANO by a VNF/EM request

To verify that a NS can successfully scale in (by removing VNF instances) if

TD_NFV_NS_LCM_SCALE_IN_004 triggered in MANO by a VNF/EM request

Table 8. Test Group: NS LCM- Scale
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An example of System Under Test Configuration in scope for this Group is provided here after:

SUT 1_NS_1_MIDDLEPOINT SCALE

VLD
SW Image SW Image

NFVI & VIM

Figure 14.SUT Configuration example for scaling a middle point VNH+/- VNFs)

8.2.2.3 Scale VNF
This Group targets Scaling Out and In operations by addingG/IBtance(s)o the VNF(s)in the Network Service

As detailed in thdollowing table, the same 4 different triggers described in the previous clause were foreseen for these
scalng operations: manual operation in MANO, VNF Indicator, VIM KPI and explicit request from VNF/EM.

Test Id Test Purpose

To verify that a VNF in a NS can be successfully scaled out (by adding

TD_NFV_NS_LCM_SCALE_OUT_VNF_001 VNFC instances (VMs)) when triggered by a MANO operator

To verify that a VNF in a NS can be successfully scaled in (by removing

TD_NFV_NS_LCM_SCALE_IN_VNF_001 VNFC instances (VMs)) when triggered by a MANO operator

To verify that a VNF in a NS can be successfully scaled out (by adding
TD_NFV_NS_LCM_SCALE_OUT_VNF_002[VNFV instances (VMs)) when triggered automatically in MANO by a VNF
Indicator

To verify that a VNF in a NS can be successfully scaled in (by adding
TD_NFV_NS_LCM_SCALE_IN_VNF_002 |VNFC instances (VMs)) when triggered automatically in MANO by a VNF
Indicator

To verify that a VNF in a NS can be successfully scaled out (by adding
TD_NFV_NS_LCM_SCALE_OUT_VNF_003|VNFC instances (VMs)) when triggered automatically in MANO by a VIM
KPI

To verify that a VNF in a NS can be successfully scaled in (by adding
TD_NFV_NS_LCM_SCALE_IN_VNF_003 |VNFC instances (VMs)) when triggered automatically in MANO by a VIM
KPI

To verify that a VNF in a NS can be successfully scaled out (by adding

TD_NFV_NS_LCM_SCALE_OUT_VNF_004 VNFC instances (VMs)) when triggered in MANO by a VNF/EM request
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To verify that a VNF in a NS can be successfully scaled in (by removing

TD_NFV_NS_LCM_SCALE_IN_VNF_004 VNFC instances (VMs)) when triggered in MANO by a VNF/EM request

Table 9. Test Group: NS LCM1 Scale VNF

An example of System Under Test Configuration in scope for this Group is provided here after:

SUT_1_NS_1_MIDDLEPOINT_SCALE_VNF

=]
VLD
SW Image SW Image
T D e 3
' NS Lt
| O
) -
| : :
i ' b,
’ :
i
i s ’ .
* -

-

NFVI & VIM

Figure 15.SUT Configuration example for scaling a middle point VNF (+/ VNFCs)

8.2.2.4 Update
This Group targets 2 different typesiétwork ServicdJpdate oper@ns:
1) VNF Stop/Restart The SUT Configuratios arethe same used for the Instantiate operation.

2) Update NS by adding/removing VNFs and VLs. éxample of SUT configuratiois provided hereafter:

Test Id Test Purpose

To verify that a VNF running in a NS can be successfully stopped by

TD_NFV_NS_LCM_UPDATE_STOP_VNF_001 |, \\' "

To verify that a stopped VNF in a NS can be successfully re-started

TD_NFV_NS_LCM_UPDATE_START_VNF_001 by MANO

TD_NFV_NS_LCM_UPDATE_ADD_VNF_VL_001 | To verify that VNF(s) and VL(s) can be added to a running NS

TD_NFV_NS_LCM_UPDATE_REM_VNF_VL_001|To verify that VNF(s) and VL(s) can be removed from a running NS

Table 9. Test Group: NS LCM- Update
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SUT_1_NS_1_MIDDLEPOINT_UPDATE

- - l
TestVNFD | | VNFD i NSD Test Interfaces
SW Image i SW Image i
1 1
1 1
1 1

VNF1 VNF2

()

()

NFVI & VIM

Figure 16.SUT Configuration example for Update NS (+/ VNF&VL)
8.2.25 Terminate

This Group targets termination of the Network Serviéde SUT Configurations are the same used for the Instantiate
operation.

Test Id Test Purpose

TD_NFV_NS LCM_TERMINATE_001 To verify that a NS can be successfully terminated

Table 10. Test Group: NS LCM- Terminate

8.2.3 Teardown

This Group targets deletion of the NSD and VNF Package.

Test Id Test Purpose

TD_NFV_TEARDOWN_DELETE_NSD_001 To delete a NSD

TD_NFV_TEARDOWN_DELETE_VNF_PKG_001 | To delete a VNF Package

Table 11. Test Group: Tear Down
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9 Interoperability Results

9.1 Overall Results

During the Plugtests, tatal of 160 Test Sessions were ruhat is 160 different combinations of the 3 Functions Under
Test in scope: VNF, MANO and VIM&NFWvere tested for interoperability on a subset of NFV Releaspabddies
Overall, atotal of 154 individual testcasesvere run andeportednteroperabilityresults.

The table below provides the overall results (aggregated data) from all the test cases run during all the Test Sessions
with all the different combiations of Functions Under Test from all the participating companies.

During each Test Session a maximum of 26 individual results coukepleted corresponding to the 26 Test Cases in
the Test PlanThrough the 160 Test Sessions rarnotal 0f3985 Ted Results were reported from the possibl€0 (26
* 160). This figure includes both the executed and-executed Test Cases.

Amongthee x ecut ed Test Cases, the possible results were O}
i N Q(Not OK)when it was notThenore x ecut ed Test Cases were marked ANAO
Session, to indicate that at least one of the FUTs involved in the Test Session did not support the feature in scope.

Finally, thetests cases for which no relswias reported (i.e test session run out of time) were not taken into account in

the Total Results figurdhe Total Results represents the total amount of test frasekich results were reported

Interoperability | Not Executed| Totals |

|
ok EOE A | RnJResis)
|

1530 (99.0%)| 15 (1.0%|| 2431 (610%)| 1554 (39.06)| 3989

Table 12: Overall Results

It is worth noting that th@est Plarwasdesigned to support a series of NPMigtestandincludednot only Network
Service orboarding and deployment test casesdlso more complex scenarimsgeting Network Servicepdates and
scaling.Despite this very ambitious Test Pléime overall execution rafa this first Plugtestsvas close to 40%.

Overall Results (%)

IOP OK
NA

NO IOP

Figure 17. Overall results (%)

Among the executed teshsesthe o/erall interoperability rate is 99%, which indicategeay high degree of
compatibility among the participatinmplementationgFUTSs)in the areas of th&est Fan wherefeatures were widely
supported anthe test casesould beexecutedn most of the Est Sessiondn the next clauses, we will see that this
high rate is also a consequemtehe good preparation and involvement of participants during the remote integration
and pretesting phasef the Plugtests

The next clauses present more detailedlis per test group and test cases and will allow to identify the areas and
features with higher execution and interoperability rates.
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9.2 Results per Test Group

The table below provides the restuiltis each test group in the scope of Riagtests

Test Group | Interoperability H Not ExecutedH Totals |

OK - NA Run Results

Setup & Instantiation | 468(98.5%) 7 (1.5%)| 3(0.6%] 475(99.40)| 478
Scale [ 126 (100.0% 0 (0.0%] 1096 (897%)| 126 (10.36)] 1227
[Scale VNF | 178 (100.094 0 (0.0%|] 1038 (85.86) 178 (14.86) 121€
Update [ 305(97.7%] 7 (2.3%] 292 (48.36)[ 312 (51.76) 604
Terminate & Teardown || 462(99.8%)] 1 (0.2%] 2 (0.4%)| 463(99.6%)| 165

Table 13. Results per Test Group

The table shows very high execution and interoperability (ates B%) for the Setup, Instantiatiomerminateand
Teardown Test Groups. Téefeatures werngart ofthe main scopef the pretesting sessionsyhich inthe context of
new technologies, and the absence of fully adopted standaatekey to achieve intepmerability.

With regards to thenore complex features, like the ones targeted bptade Scale VNFand Update Test Groups, a
more detailed looktthe results per Test Case is requirediériveconclusions.

Results Per Test Group (%)

Setup & Instantiation
Scale

Scale VNF

Update

Terminate & Teardown

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 18. Results per Test Group (%)

9.3 Results per Test Case

The Figure belowprovides an overview ofheexecution, success and failure rates for each individual test case:
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Results per Test Case (%)

TD_NFV_SETUP_ONBOARD_VNF_PKG_001
TD_NFV_SETUP_ONBOARD_NSD_001
TD_NFV_NS_LCM_INSTANTIATE_001
TD_NFV_NS_LCM_SCALE_OUT_001
TD_NFV_NS_LCM_SCALE_IN_001
TD_NFV_NS_LCM_SCALE_OUT_002
TD_NFV_NS_LCM_SCALE_IN_002
TD_NFV_NS_LCM_SCALE_OUT_003
TD_NFV_NS_LCM_SCALE_IN_003
TD_NFV_NS_LCM_SCALE_OUT_004
TD_NFV_NS_LCM_SCALE_IN_004
TD_NFV_NS_LCM_SCALE_OUT_VNF_001
TD_NFV_NS_LCM_SCALE_IN_VNF_001
TD_NFV_NS_LCM_SCALE_OUT_VNF_002
TD_NFV_NS_LCM_SCALE_IN_VNF_002
TD_NFV_NS_LCM_SCALE_OUT_VNF_003
TD_NFV_NS_LCM_SCALE_IN_VNF_003
TD_NFV_NS_LCM_SCALE_OUT_VNF_004
TD_NFV_NS_LCM_SCALE_IN_VNF_004
TD_NFV_NS_LCM_UPDATE_STOP_VNF_001
TD_NFV_NS_LCM_UPDATE_START_VNF_001
TD_NFV_NS_LCM_UPDATE_ADD_VNF_VL_001
TD_NFV_NS5_LCM_UPDATE_REM_VNF_VL_001
TD_NFV_NS_LCM_TERMIN ATE_DO1
TD_NFV_TEARDOWN_DELETE_NSD_001
TD_NFV_TEARDOWN_DELETE_VMF_PKG_001
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Figure 19. Results per Test Case (%)

The next clauses, tables and diagrams provide the exectition and interoperdity rates for each individual test
case, organized by test group. When possible, some conclusions hadetesh

9.3.1 Test Group: Setup & Instantiation

The results for the Test Cases in this group are as follows.

Test Group: Setup & Instantiation ‘ Int eroperability HNot ExecutedH Totals ‘

' ok [ n~NA | Run |[Resuls]
[TD_NFV_SETUP_ONBOARD_VNF_PKG_001 || 159 (99.4%)| 1 (0.6%)| 0(0.0%)| 160(100.0%|  16(
[TD_NFV_SETUP_ONBOARD_NSD_001 | 156(99.4%) 1(0.6%)|  2(1.3%)| 157(98.7%) 159
[TD_NFV_NS_LCM_INSTANTIATE_001 | 153 (96.8%)| 5 (3.2%)| 1(0.6%)| 158(99.4%] 159

Table 14. Results per Test Case (Setup & Instantiation)

The executiomate of all the test cases in this group is abov&98hich indicates a consistent support of these
operations by all the participagrFUTs.

The interoperabilityates for VNFPackage an®\S on-boarding operations are over 99 % through all the combinations

of FUTs that were testethdicatinga successfuintegration and high degree of inteespbility among all the
participating FUTsdr these operations.

Theinteroperability ratdor the Network Servicénstantiation was slightly lowebut still a very satisfactory 98%. An
analysis of the failures indicates that most of them came rfietmorking requirements from the VNF rming

implementedn the VIM&NFVI, or the MANO and VIM implementing incompatible solutions for such requirements.

9.3.2  Test Group: Scale

This Test Group includeficaleOut and In operations by adding VNistancedo theNetwork Service As described
in the tes plan,4 different triggers were foreseen for these scaling operations:
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1 0017 Scale operation triggeredanually in MANOby anoperator

V1.0.0 (2017-03)

1 0027 Scale operation triggeresitomatically in MANO by the reception of a VNF Indicator from the VNF/EM

9 003i Scale peration triggeredutomatically in MANO by the reception of a KPI from the VIM

1 0047 Scaleoperation triggered in MANO by the reception of a request from VNF/EM.

The following table summarizes the results for the Test Cases in this group.

Test Group: Scde OUT/IN (by adding VNFs) Interoperab|l|ty || Not Executed“ Totals |

' BE vA || Run |[Resuls]
ITD_NFV_NS_LCM_SCALE_OUT_001 | 48 (100.0%|| 0 (0.0%]| 105 (68.6%48 (31.4%]| 153
[TD_NFV_NS_LCM_SCALE_IN_001 || 48 (100.094| 0 (0.0%]| 105 (68.6%48 (31.4%)| 153
ITD_NFV_NS_LCM_SCALE_OUT_002 | 3(100.0%|| 0(0.0%] 150 (98.0% 3 (2.0%) 153
[TD_NFV_NS_LCM_SCALE_IN_002 | 2(100.0%] 0(0.0%] 151(98.7%| 2(1.3%] 153
ITD_NFV_NS_LCM_SCALE_OUT_003 | 5(100.0%| 0(0.0%] 148 (96.7% 5 (3.3%) 153
[TD_NFV_NS_LCM_SCALE_IN_003 | 5(100.0%] 0(0.0%)| 147 (96.7% 5(3.3%] 152
[TD_NFV_NS_LCM_SCALE_OUT_004 | 7(100.0%] 0(0.0%] 145(95.4% 7 (4.6%] 152
[TD_NFV_NS_LCM_SCALE_IN_004 | 8(100.0%|| 0(0.0%] -145(94.8% 8 (52%) 153

Table 15. Results per Test CaseScalg

This group, which covered ord the complex features of the Test Plan, required consistent support of Scaling
operation by the 3 FUSTinvolved in each Test Sessi@espite Scaling not being explicitly in scope of the-fgsting
phase, manually triggered scaling could be succegs@sted in over 30% of the FUT combinations. Moreover, in
those combinations where the scaling could be tested, full interopergh@@fo)was reported.

Also, Plugtests participants reported thatsome complex VNFmcluding multiple VNF Componentsgaling the

whole VNF didndét really mak

e

(next Group), and reportadst cases in this grogsnot applicable NA).

9.3.3 Test Group: Scale VNF

sense

) SO

t hey

only

This Test Group included 8ling Outand In operations by adding VNFV InstantesheVNF. Asin the previous
Group,4 different triggers were foreseen for these scaling operations:

9 0017 Scale operation triggered manually in MANO by an operator

9 00271 Scale operation triggered auatatically in MANO by the reception of a VNF Indicator from the VNF/EM

9 003i Scale operation triggered automatically in MANO by the reception of a KPI from the VIM

9 00471 Scale operation triggered in MANO by the reception of a request from VNF/EM.

The following table summarizes the results for the Test Cases in this group.

Test Group: ScaleOUT/IN (by adding VNFCs)| Interoperabilty HNOt Executed|| Totals |

OK _| NA || Run || Results|
[TD_NFV_NS_LCM_SCALE_OUT_VNF_001 |62 (100.0%] 0 (0.0%] 90 (59.2%] 62 (40.8%| 152
[TD_NFV_NS_LCM_SCALE_IN_VNF_001  |[63(100.0%] 0 (0.0%]| 89 (58.6%] 63 (41.4%|| 152
[TD_NFV_NS_LCM_SCALE_OUT_VNF_002 || 7 (100.0%| 0(0.0%] 145(954%| 7 (4.6%| 152
[TD_NFV_NS_LCM_SCALE_IN_VNF_002 || 7(100.0%| 0 (0.0%] 145(95.4%| 7 (4.6%] 152
[TD_NFV_NS_LCM_SCALE_OUT_VNF_003 |[12 (100.0%| 0 (0.0%] 140 (92.19%4| 12 (7.9%| 152
[TD_NFV_NS_LCM_SCALE_IN_VNF_003  |[11(100.0%] 0 (0.0%] 141(92.8%4| 11 (7.2%| 152
ITD_NFV_NS_LCM_SCALE_OUT_VNF_004 || 8 (100.0%| 0 (0.0%] 144 (94794 8(5.3%] 152
ITD_NFV_NS_LCM_SCALE_IN_VNF_004 || 8(100.0%| 0 (0.0%] 144 (94.794 8(5.3%] 152
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Table 16. Results per Test Case (Scale VNF)

For this group, whiclalsotargets a complex feature that wax explicitly in scope of the préesting phasdhe
aggregated datshows anncrease ofhe executin rate to 40% of the FUT combinaticias manually triggered
scaling Again, in those combinations where this type of scaling could be tested, full interopei@bilitp)was
reported.

9.3.4  Test Group: Update
This Test Group covereddistincttypes ofNetwork Service Update operations:
1) Stop/Restart VNF

2) Update NS by adding/removing VNF(s) and VL(s)

Test Group: NS Update | Interoperability ||Not Executed|| Totals |

' ok & nNA || Run_ ][Resultg
[TD_NFV_NS_LCM_UPDATE_STOP_VNF_001 |[101(97.1%]| 3 (2.9%]| 49 (32.0%]| 104 £8.0%] 153
[TD_NFV_NS_LCM_UPDATE_START_VNF_001 | 100(96.1%] 4 (38%)| 49 (32.0%] 104 (68.0%] 153
ITD_NFV_NS_LCM_UPDATE_ADD_VNF_VL_001] 50(100.0%] 0 (0.0%] 99 (66.4%] 50 (33.6%| 149
[TD_NFV_NS_LCM_UPDATE_REM_VNF_VL_001][ 54 (100.0%]| 0 (0.0%] 95 (63.8%]| 54(36.2%] 149

Table 17. Results per Test CaseNS Update)

The execution rate for the first type Métwork ServicdJpdate was close to 70% despite these Test Cases being added
relatively late to the Test Plaand not being addressed during thefestingphase The Interoperability rate was above
96% The reported failures were related to major differences in VNF and MANO implementationd/dfRretop/re

start operationsT hedifferentpossible interpretationsf these operations wedéscused during tle Plugtests andre
summarizedn Clause 10 Plugtests Outcome.

The execution rate for the second typéetwork ServicdJpdate was around 386 %. Once more these Test Cases
arrived late to the Test Plan and were not enforced during thtegineg phaselhat being said, in the FUT
combinations \Were these Test Cases could be run, full interoperability (100%) was reported.

9.3.5  Test Group: Terminate & Teardown

This last Test Groupovers Network Service Termination and descriptors removal.

Test Group: Terminate & Teardown ‘ Interoperability H Not ExecutedH Totals ‘

' ok |8 NA | Run ]Result
[TD_NFV_NS_LCM_TERMINATE_001 || 154(99.4%)( 1 (0.6%]| 0 (0.0%)][155 (100.0% 159
[TD_NFV_TEARDOWN_DELETE_NSD_001 |[154(100.0%| 0 (0.0%]| 1 (0.6%] 154 (99.4%4| 159
[TD_NFV_TEARDOWN_DELETE_VNF_PKG_001 ||154(100.0%) 0 (0.0%]| 1(0.6%]| 154 (99.4%| 15§

Table 18. Results per Test Case (Termiate & Teardown)

The execution and interoperability rates for all the Test Cases in this group are above 99% which indicates a consistent
support of hese operations by all the participating FUTs.
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10 Plugtests Outcome

10.1 Feedback on the Test Plan

10.1.1 NS Update i Stop / Re-start VNF

The Network Service UpdateStop/Restart VNF Test Cas€¥D_NFV_NS LCM_UPDATE_STOPVNF_001 and
TD_NFV_NS _LCM_UPDATE_START_VNF_001)generated some discussion among the Plugtests participants.

Figure 20. TD_NFV_NS_LCM_UPDATE_STOP_VNF_001

Whilethelast step in the Test Description asks to verify that the VNFC instances fddg)een stoppedyme
participantshadinterpreted the stop/start operations at the VNF service levél detailed analysis of the
corresponding NFV specifications (MHFA0013) did not allow talarify the exact intention of the operation ayet
to a conclusion.

Moreover, the analysis triggered additional discussion on the applicability of the VNF Instance state transitions diagram
provided in NFVSWAQOOL Thié stop ad start operation should be seen from the perspective of the VNF state

diagram. Here the VNF can only be started when it reached the confiqaetive state. If a VNF is in a not

configured state and gets its configuration from the EM, it must havapabitity to exchange messages with EM. If

the inactive state would be considered as disabling the CPU resources, tb@nBbtconfigure the VNF. So the VNF

must be in a state where the vCPU resources are still ON but the VNF does not receive or psopaskets. Packets

should be received and processed only when the VNF is in the state "active". The state transition caused by the
command start and stop is not to control the vCPU resources. It is the control if the VMP processes packets or not. This
canbe done by two possible solutions: (a) the VNF controls whether to process packets or not or (b) the NFI controls
ZKHWKHU WKH 91) FDQ SURFHVY SDFNHWV”~

For the scope of theINFV Plugtests it was agreed to keep the BBthey were, anéhterpretfi s t lF 0V a s
Ashutdowndo of this components (VMs). I't should be note
cloud environments. It was also agreed that these TDs could be extended to cover the graceful shutdown case which
would include additionanteraction between MANO and the VNF.

It wasalsodecided to report thembiguitiesto ETSI NFV, see clausi).2here after.

ETSI NFVés cl ar i fthestop/restarnVNB and thehapplicabted/NFelnstarfce state transitions
diagramcould have an impact on these Test Descriptions and should be taken into account for the next Plugtests by
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